Abstract. The concept of quantiles is well-known in statistics, but its benefits for the formal quantitative analysis of probabilistic systems have been noticed only recently. To compute quantiles in Markov decision processes where the objective is a probability constraint for an until (i.e., constrained reachability) property with an upper reward bound, an iterative linear-programming (LP) approach has been proposed in a recent paper. We consider here a more general class of quantiles with probability or expectation objectives, allowing to reason about the trade-off between costs in terms of energy and some utility measure. We show how the iterative LP approach can be adapted for these types of quantiles and propose another iterative approach that decomposes the LP to be solved into smaller ones. This algorithm has been implemented and evaluated in case studies for quantiles where the objective is a probability constraint for until properties with upper reward bounds.

1 Introduction

The concept of quantiles is well-known in statistics (see, e.g., [21]) and used there to reason about the cumulative distribution function of a random variable $R$. Quantiles are defined as maximal values $r$ such that the probability for the event $R > r$ is beyond a given threshold. Although quantiles can provide very useful insights in the interplay of various cost functions and other system properties, they have barely obtained attention in the context of formal algorithmic system analysis. Quantiles for probabilistic operational models, such as Markov chains or Markov decision processes, can be defined using parameterized state properties $\Phi[r]$ or $\Psi[r]$, where $r$ is a parameter for some cost or reward function and $\Phi[r]$ is increasing in $r$, whereas $\Psi[r]$ is decreasing in $r$. The notion “increasing” means that $s \models \Phi[r]$ implies $s \models \Phi[i]$ for all $i > r$ (“decreasing” has an analogous meaning). Quantiles for objectives $\Phi[r]$ and $\Psi[r]$ in state $s$ of the given model are defined as $\min \{ r : s \models \Phi[r] \}$ resp. $\max \{ r : s \models \Psi[r] \}$. We formalize $\Phi[r]$ and $\Psi[r]$ by PRCTL-like constraints that assert lower or upper bounds either for the probabilities for reward-bounded path formulas or for the expected accumulated
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rewards until reaching a certain target. Typical examples are formulas of the form $\Phi_u[e]$ for fixed $u$ and $\Psi_e[u]$ for fixed $e$ asserting that the probability for

$$\lambda_{e,u} = \Diamond \left( \text{energy} \leq e \land \text{utility} \geq u \right)$$

is, e.g., at least 0.8. (We use LTL notations where the temporal operator $\Diamond$ stands for “eventually”.) The quantile $e_{\text{min}} = \min \{ e \in \mathbb{N} : s \models \Phi_u[e] \}$ is the minimal initial energy budget required to achieve the utility value $u$ with probability at least 0.8, while $u_{\text{max}} = \max \{ u \in \mathbb{N} : s \models \Psi_e[u] \}$ is the maximal utility that can be achieved with probability at least 0.8, when the energy budget is $e$. The curve for $\lambda_{e,u}$ on the left of the figure below illustrates how the probability increases when the utility value $u$ is fixed and the energy budget $e$ tends to $\infty$. The curve on the right shows how the probability for $\lambda_{e,u}$ decreases when the energy budget $e$ is fixed and the demanded degree of utility tends to $\infty$.

State properties $\Phi[r]$ or $\Psi[r]$ can also impose a constraint on the expected value of a random variable. For example, one might ask for the minimal initial energy budget $e$ that is needed to ensure that the expected degree of utility is at least some predefined utility threshold $u$. Vice versa, an expectation quantile might specify the maximal degree of utility that can be achieved when the expected energy consumption is required to be less or equal some fixed value $e$.

In probabilistic models with nondeterminism (e.g., for modeling concurrency by interleaving) such as Markov decision processes (MDPs), quantiles can be defined either in an existential or in a universal version, depending on whether the quantile is used in a worst-case analysis (where all possible resolutions of the nondeterminism are taken into account) or whether the task is to synthesize a control mechanism that schedules actions in an optimal way.

As the above examples suggest, quantiles can be seen as a concept to reason about the trade-off between different quantitative aspects, such as energy and utility. Thus, they yield an alternative to multi-objective reasoning for MDPs by means of Pareto optimal schedulers for multiple objectives given as Boolean combinations of constraints on the probabilities for certain events and/or expected accumulated costs [11][12]. The demand for algorithms to compute quantiles in Markovian models occurred to us during case studies with resource management protocols [3]. However, in various case studies with probabilistic model checkers carried out by other researchers, quantiles have been used implicitly in diagrams illustrating the evaluation results of the experimental studies.

Model-checking algorithms for various types of properties with fixed reward bounds have been proposed for discrete Markovian models and implemented in tools, see, e.g., [1][13][15]. The task to compute quantiles is, however, more challenging since it requires to compute an optimal reward bound for parameterized objectives. Our recent paper [4] briefly considers quantiles for discrete and
Energy-Utility Quantiles

continuous-time Markov chains, as an example for nonstandard multi-objective reasoning. To the best of our knowledge, [22] is the only paper where the computation of quantiles has been addressed for MDPs. It considers quantiles in MDPs with a nonnegative reward function for the states where the objective is a probability constraint for a reachability property with an upper reward bound \( r \), formalized using the temporal reward-bounded until operator \( U^{\leq r} \). The above mentioned quantile \( \min\{e : s \models \Phi_u[e]\} \) appears as a special case since \( \Phi_u[e] \) can be seen as a probability constraint for the path property \( \lambda_{e,u} = \diamond^{\leq e} (\text{utility} \geq u) = \text{true} U^{\leq e} (\text{utility} \geq u) \). In [22], polynomial-time algorithms for qualitative constraints where the probability bounds are 0 or 1 and an iterative linear-programming (LP) approach for probability bounds \( p \) with \( 0 < p < 1 \) has been presented. The minimal or maximal probabilities for a path property \( A U^{\leq r} B \) for \( r = 0, 1, 2, \ldots \) is calculated until the probability bound \( p \) is reached, where the extrema are taken over all resolutions of nondeterminism. This approach appears to be naïve, but the computation of quantiles is known to be computationally hard (at least NP-hard already for Markov chains by the results of [19]). This is reflected in the exponential upper bound in [22] for the number of iterations and the size of the LPs to be solved.

Contribution. First, we generalize the approach of [22] by introducing general notions of quantiles in MDPs where the objective can either be a probability constraint or a constraint on an expectation (Sec. 3). Second, we revisit the iterative LP approach suggested by [22] and discuss refinements that make the approach feasible in practice. The core idea is an iterative method that propagates intermediate results as much as possible and follows the dynamic-programming scheme with embedded LPs to deal with zero-reward cycles (Sec. 4.2). We implemented this approach into Prism [14] and study its performance by means of an energy-aware job-scheduling system (Sec. 6). Third, we present new algorithms for the computation of quantiles in MDPs where the objective is (a) either a probability constraint for reachability conditions with lower reward bounds (Sec. 4.3), or (b) a constraint on the expected accumulated reward (Sec. 5). These algorithms also rely on an iterative LP approach and the propagation principle is applicable as well (Sec. 4). Although we are not aware that expectation quantiles in MDPs have been addressed before, the presented algorithm for (b) shares some similarities with algorithms that have been proposed for stochastic shortest path problems [6] and to maximize/minimize the expected cost to reach a target [10].

2 Preliminaries

We provide a brief summary of the relevant concepts of MDPs and specifications given as formulas in probabilistic computation tree logic with reward-bounded modalities (PRCTL). Further details can be found, e.g., in [20,9,5].

Markov decision processes (MDPs). An MDP is a tuple \( \mathcal{M} = (S, Act, P) \), where \( S \) is a finite set of states, \( Act \) a finite set of actions, \( P : S \times Act \times S \to [0, 1] \) such that \( \sum_{s' \in S} P(s, \alpha, s') \in \{0, 1\} \) for all states \( s \in S \) and actions \( \alpha \in Act \). The tuples \( (s, \alpha, s') \in S \times Act \times S \) with \( P(s, \alpha, s') > 0 \) are called steps and we then say
that state \(s'\) is an \(\alpha\)-successor of \(s\). We write \(Act(s)\) for the set of actions \(\alpha\) that have an \(\alpha\)-successor from state \(s \in S\) and require that \(Act(s) \neq \emptyset\) for all states \(s\). Intuitively, if the current state of \(M\) is \(s\), then first there is a nondeterministic choice to select one of the enabled actions \(\alpha\). Then, \(M\) behaves probabilistically and moves with probability \(P(s, \alpha, s')\) to some state \(s'\). Markov chains are purely probabilistic instances of MDPs, i.e., where the action set is a singleton.

Paths in an MDP \(M\) can be seen as sample runs with resolved nondeterminism. Formally, paths are finite or infinite sequences \(\pi = s_0 \alpha_0 s_1 \alpha_1 s_2 \alpha_2 \ldots \in (S \times \text{Act})^*\) that are built by consecutive steps, i.e., \(\alpha_i \in Act(s_i)\) and \(P(s_i, \alpha_i, s_{i+1}) > 0\) for all \(i\). \(\pi[k]\) denotes the \((k+1)\)-st state in \(\pi\) and \(\text{pref}(\pi, k)\) the prefix of \(\pi\) consisting of the first \(k\) steps, ending in state \(\pi[k] = s_k\). We write \(\text{FPaths}(s)\) for the set of finite paths and \(\text{IPaths}(s)\) for the set of infinite paths starting in \(s\).

**Reward structure.** A reward structure \(\mathcal{R}\) for \(M\) consists of finitely many reward functions \(\text{rew} : S \times \text{Act} \to \mathbb{N}\). If \(\pi = s_0 \alpha_0 s_1 \alpha_1 \ldots \alpha_{n-1} s_n\) is a finite path, then the accumulated reward \(\text{rew}(\pi)\) is the sum of the rewards for the state-action pairs, i.e., \(\text{rew}(\pi) = \sum_{0 \leq i < n} \text{rew}(s_i, \alpha_i)\).

**Schedulers and induced probability space.** Reasoning about probabilities for path properties in MDPs requires the selection of an initial state and the resolution of the nondeterministic choices between the possible transitions. The latter is formalized via schedulers, often also called policies or adversaries, which take as input a finite path and select an action to be executed. A (deterministic) scheduler is a function \(\mathcal{S} : \text{FPaths} \to \text{Act}\) such that \(\mathcal{S}(\pi) \in Act(s_n)\) for all finite paths \(\pi = s_0 \alpha_0 \ldots \alpha_{n-1} s_n\). An \(\mathcal{S}\)-path is any path that arises when the nondeterministic choices in \(M\) are resolved using \(\mathcal{S}\), i.e., \(\mathcal{S}(\text{pref}(\pi, k)) = \alpha_k\) for all \(0 \leq k < n\). Infinite \(\mathcal{S}\)-paths are defined accordingly. Given some scheduler \(\mathcal{S}\) and state \(s\) (viewed as the initial state), the behavior of \(M\) under \(\mathcal{S}\) is purely probabilistic and can be formalized by a tree-like (infinite-state) Markov chain \(M^\mathcal{S}\). One can think of the states in \(M^\mathcal{S}\) as finite \(\mathcal{S}\)-paths \(\pi = s_0 \alpha_0 \ldots \alpha_{n-1} s_n\) starting in state \(s\), where the probability to move from \(\pi\) to \(\pi \alpha s'\) is simply \(P(s_n, \alpha, s')\). Using standard concepts of measure and probability theory, a sigma-algebra and a probability measure \(\Pr^\mathcal{S}\) for measurable sets of the infinite paths in the Markov chain \(M^\mathcal{S}\), also called (path) events or path properties, is defined and can be transferred to maximal \(\mathcal{S}\)-paths in \(M\) starting in \(s\). For further details, we refer to standard text books such as [13][16][20].

For a worst-case analysis of a system modeled by an MDP \(M\), one ranges over all initial states and all schedulers (i.e., all possible resolutions of the nondeterminism) and considers the minimal or maximal probabilities for \(\varphi\). If \(\varphi\) represents a desired path property, then \(\Pr^\mathcal{S}_{\min}(\varphi) = \inf_{\mathcal{S}} \Pr^\mathcal{S}(\varphi)\) is the probability for \(M\) satisfying \(\varphi\) that can be guaranteed even for worst-case scenarios, i.e., when ranging over all schedulers. Similarly, if \(\varphi\) stands for a bad (undesired) path property, then \(\Pr^\mathcal{S}_{\max}(\varphi) = \sup_{\mathcal{S}} \Pr^\mathcal{S}(\varphi)\) is the least upper bound that can be guaranteed for the bad behaviors.

**State and path properties.** Let \(s\) be a state, \(p \in [0, 1]\) a probability bound, \(\infty \in \{<, \leq, \geq, >\}\) and \(\varphi\) a path property. We write \(s \models P_{\varphi p}(\varphi)\) if there exists
a scheduler $\mathcal{S}$ with $Pr_s^\mathcal{S}(\varphi) \gg p$. Similarly, $s \models \forall P_{\geq p}(\varphi)$ if $Pr_s^\mathcal{S}(\varphi) \gg p$ for all schedulers $\mathcal{S}$. Given a reward structure $\mathcal{R}$ with reward function $rew$, sets $A$, $B \subseteq S$, and $r \in \mathbb{N}$, then $A U ((rew \gg r) \land B)$ stands for the set of infinite paths $\tilde{\pi}$ such that there is some $k \in \mathbb{N}$ with $rew(pref(\tilde{\pi},k)) \gg r$ and $\tilde{\pi}[k] \in B$, $\tilde{\pi}[i] \in A$ for $0 \leq i < k$. If $rew$ is clear from the context (e.g., if the reward structure $\mathcal{R}$ is a singleton), we briefly write $A U^rew B$ rather than $A U ((rew \gg r) \land B)$. We often use the notation $\pi \models A U^rew B$ instead of $\pi \in A U^rew B$. As usual, we derive the release operator $R$ by $AR^{\geq r} B = \neg (\neg A U^{\geq r} \neg B)$, where $\neg B$ denotes the complement of $B$. The temporal modalities $\diamond$ (eventually) and $\Box$ (always) with or without reward-bounds are derived as usual, e.g., $\diamond^{\geq r} B = true U^{\geq r} B$ and $\Box^{\geq r} B = \diamond^{\geq r} \neg B$, where $true$ stands for the full state space.

Reward-bounded path properties such as $\varphi[r] = A U^{\leq r} B$ are called increasing as $\hat{\pi} \models \varphi[r]$ implies $\hat{\pi} \models \varphi[r+1]$. The dual path properties $\psi[r] = \neg \varphi[r]$ are called decreasing as $\hat{\pi} \models \psi[r+1]$ implies $\hat{\pi} \models \psi[r]$. Analogously, a state property $\Phi[r]$ is called increasing if $s \models \Phi[r]$ implies $s \models \Phi[r+1]$. Examples for increasing state properties are $\exists P_{\geq r}(\varphi[r])$, $\forall P_{\geq r}(\varphi[r])$, $\exists P_{< r}(\psi[r])$ and $\forall P_{< r}(\psi[r])$. Decreasing state properties are defined accordingly.

Sub-MDPs, end components. We use the notion sub-MDP of $\mathcal{M}$ for any pair $(T, \mathfrak{A})$ where $T \subseteq S$ and $\mathfrak{A} : T \rightarrow 2^{Act}$ such that for all $t \in T$: (1) $\mathfrak{A}(t) \subseteq Act(t)$ and (2) if $\alpha \in \mathfrak{A}(t)$ and $P(t,\alpha,t') > 0$ then $t' \in T$. An end component of $\mathcal{M}$ is a sub-MDP $(T, \mathfrak{A})$ of $\mathcal{M}$ where $\mathfrak{A}(t)$ is nonempty for all $t \in T$ and the underlying directed graph with node set $T$ and the edge relation $t \rightarrow t'$ iff $P(t,\alpha,t') > 0$ for some $\alpha \in \mathfrak{A}(t)$ is strongly connected. An end component is said to be maximal if it is not contained in any other end component.

3 Quantiles

As stated in the introduction, quantiles in MDPs can be defined for arbitrary objectives given by increasing or decreasing parameterized state properties. We now provide general definitions for quantiles in MDPs where the state properties impose either a probability or an expectation constraint, and identify the instances for which we present algorithms in the next two sections.

Quantiles for probability objectives. Let $\mathcal{M} = (S, Act, P)$ be an MDP as in Sec. 2 and $rew : S \times Act \rightarrow \mathbb{N}$ a distinguished reward function in its reward structure. Given an increasing path property $\varphi[r]$ where parameter $r \in \mathbb{N}$ stands for some bound on the accumulated reward, we define the following types of existential quantiles, where $\psi[r] = \neg \varphi[r]$, $\geq \in \{\geq,>\}$ and $p \in [0,1] \cap \mathbb{Q}$:

$$Qu_s(\exists P_{\geq p}(\varphi[?])) = \min \{ r \in \mathbb{N} : s \models \exists P_{\geq p}(\varphi[r]) \}$$

$$Qu_s(\exists P_{\geq p}(\psi[?])) = \max \{ r \in \mathbb{N} : s \models \exists P_{\geq p}(\psi[r]) \}$$
Similarly, we can define the corresponding types of universal quantiles:

\[
\text{Qu}_s(\forall P_{⩾ p}(\varphi[?])) = \min \left\{ r \in \mathbb{N} : \Pr_s^{\min}(\varphi[r]) \geq p \right\} \\
\text{Qu}_s(\forall P_{⩾ p}(\psi[?])) = \max \left\{ r \in \mathbb{N} : \Pr_s^{\min}(\psi[r]) \geq p \right\}
\]

From each of these quantiles we can derive three more quantiles by applying duality arguments, e.g., \(\Pr_s^{\max}(\varphi[r]) = 1 - \Pr_s^{\min}(\psi[r])\), and the fact that \(\min\{r \in \mathbb{N} : s \models \varphi[r]\} = \max\{r \in \mathbb{N} : s \not\models \varphi[r-1]\}\) when \(\varphi[r]\) is an increasing state property. For example:

\[
\min \left\{ r \in \mathbb{N} : \Pr_s^{\max}(\varphi[r]) > p \right\} = \min \left\{ r \in \mathbb{N} : \Pr_s^{\min}(\varphi[r]) < 1 - p \right\} = \max \left\{ r \in \mathbb{N} : \Pr_s^{\min}(\varphi[r]) \geq 1 - p \right\} = \max \left\{ r \in \mathbb{N} : \Pr_s^{\max}(\varphi[r]) \leq p \right\}
\]

This observation yields groups of four quantiles that are derivable from each other. See [2] for the list of quantile dualities. For the above example we have:

\[
\text{Qu}_s(\exists P_{⩾ p}(\varphi[?])) = \text{Qu}_s(\exists P_{<1-p}(\psi[?])) = \text{Qu}_s(\forall P_{≥1-p}(\psi[?])) + 1 = \text{Qu}_s(\forall P_{≤ p}(\varphi[?])) + 1
\]

The quantiles studied in [22] are obtained by considering \(\varphi[r] = A U^{≤ r} B\) and \(\psi[r] = (\neg A) R^{≤ r} (\neg B)\). Additionally, we address until-properties with lower reward bounds, i.e., \(\varphi[r] = A U^{> r} B\) and \(\psi[r] = (\neg A) R^{> r} (\neg B)\). To investigate the interplay of two reward functions (such as one for energy and one for utility) we also address path formulas where instead of the sets \(A\) and \(B\), constraints for some other reward function are imposed. For instance:

\[
\lambda_{e,u} = \Diamond (\text{energy} \leq e) \land (\text{utility} \geq u),
\]

where \(e, u \in \mathbb{N}\) and energy and utility stand for the accumulated reward along finite paths of reward functions \(\text{erule} : S \times Act \rightarrow \mathbb{N}\) (for the energy) and \(\text{urew} : S \times Act \rightarrow \mathbb{N}\) (for the utility). For an infinite path \(\pi\), we have \(\pi \models \lambda_{e,u}\) iff \(\pi\) has a finite prefix \(\pi\) with \(\text{erule}(\pi) \leq e\) and \(\text{urew}(\pi) \geq u\). Likewise, \(\lambda_{e,u}\) can be interpreted as an instance of an until-property with an upper or a lower reward bound. For fixed utility threshold \(u\), the path property \(\varphi[e] = \lambda_{e,u} = \Diamond^{≤ e}(\text{utility} \geq u)\) is increasing, while \(\psi[u] = \lambda_{e,u} = \Diamond^{> u}(\text{energy} \leq e)\) is decreasing for fixed energy budget \(e\). The task to compute the existential quantiles

\[
\text{Qu}_s(\exists P_{⩾ p}(\lambda_{?,u})) = \min \left\{ e \in \mathbb{N} : \Pr_s^{\max}(\lambda_{e,u}) > p \right\} \\
\text{Qu}_s(\exists P_{⩾ p}(\lambda_{e,?})) = \max \left\{ u \in \mathbb{N} : \Pr_s^{\max}(\lambda_{e,u}) > p \right\}
\]

corresponds to the problem of constructing a scheduler that minimizes the energy ensuring that the achieved utility is at least \(u\) with probability \(> p\) or to maximize the achieved degree of utility for a given energy budget \(e\). Analogously, universal quantiles provide the corresponding information on the energy-utility characteristics in worst-case scenarios.

**Quantiles for expectation objectives.** We also consider quantiles where the objective is the minimal or maximal expected value of a random variable
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\( f[r] : \text{IPaths} \to \mathbb{N} \cup \{\infty\} \). For instance, if \( f[r] \) is increasing in \( r \) and \( \theta \) some rational threshold, then an expectation quantile can be defined as the least \( r \in \mathbb{N} \) such that the expected value of \( f[r] \) is larger than \( \theta \) for all or some scheduler(s).

As an example for quantiles with expectation objectives, we consider a Boolean condition \( \text{cond} \) for finite paths and the random variable \( f[e] = \text{utility}_{\text{cond}} : \text{IPaths} \to \mathbb{N} \cup \{\infty\} \) that returns the utility value that is earned along finite paths where \( \text{cond} \) holds. Formally:

\[
\text{utility}_{\text{cond}}(\pi) = \sup \{ \text{ urew} \left( \text{ pref}(\pi, k) \right) : k \in \mathbb{N}, \text{pref}(\pi, k) \models \text{cond} \}
\]

That is, if \( \pi \) is an infinite path with \( \pi \models \lozenge \text{cond} \) (i.e., \( \text{pref}(\pi, k) \models \text{cond} \) for some \( k \in \mathbb{N} \)) then \( \text{utility}_{\text{cond}}(\pi) = \text{ urew}(\pi) \), where \( \pi \) is the longest prefix of \( \pi \) with \( \pi \models \text{cond} \). If \( \pi \models \square \text{cond} \) (i.e., \( \text{pref}(\pi, k) \models \text{cond} \) for all \( k \in \mathbb{N} \)) then \( \text{utility}_{\text{cond}}(\pi) \) can be finite or infinite, depending on whether there are infinitely many positions \( i \) with \( \text{urew}(s_i, \alpha_i) > 0 \).

Given a scheduler \( S \) and a state \( s \) in \( \mathcal{M} \), the expected utility for condition \( \text{cond} \) is the expected value of the random variable \( \text{utility}_{\text{cond}} \) under the probability measure induced by \( S \) and \( s \):

\[
\text{ExpUtil}^S_s(\text{cond}) = \sum_{r \in \mathbb{N}} r \cdot \text{Pr}^S_s \left\{ \pi \in \text{IPaths} : \text{utility}_{\text{cond}}(\pi) = r \right\}
\]

Note that \( \text{ExpUtil}^S_s(\text{cond}) = \infty \) is possible if \( \text{Pr}^S_s (\lozenge \square (\text{cond})) > 0 \). We define

\[
\text{ExpUtil}^\text{max}_s(\text{cond}) = \sup_{S^*} \text{ExpUtil}^S_s(\text{cond}).
\]

\( \text{ExpUtil}^\text{min}_s(\text{cond}) \) is defined accordingly, taking the infimum over all schedulers rather than the supremum. Expectation energy-utility quantiles can be formalized by dealing with conditions \( \text{cond}[e] \) that are parameterized by some energy value \( e \in \mathbb{N} \). Examples are the following quantiles that fix a lower bound \( u \) for the extremal expected degree of utility and ask to minimize the required energy:

\[
\text{Qu}_s (\exists \text{ExpU}_{\geq u}(\text{energy} \leq ?)) = \min \left\{ e \in \mathbb{N} : \text{ExpUtil}^\text{max}_s(\text{energy} \leq e) > u \right\}
\]

\[
\text{Qu}_s (\forall \text{ExpU}_{> u}(\text{energy} \leq ?)) = \min \left\{ e \in \mathbb{N} : \text{ExpUtil}^\text{min}_s(\text{energy} \leq e) > u \right\}
\]

where \( \pi \models (\text{energy} \leq e) \) iff \( \text{urew}(\pi) \leq e \). Analogous definitions can be provided for quantiles that ask to maximize the achieved utility if an upper bound \( e \) for the expected consumed energy is given.

4 Computing probability quantiles

We now present algorithms for the computation of the quantitative quantiles introduced in Sec. 3. We start in this section with quantiles where the objective is a constraint on the extremal probability for a reward-bounded until formula. As stated before, quantiles that refer to reward-bounded release formulas are dual and can be computed using the same techniques.

Recently, a linear-programming (LP) approach for computing quantiles for (constrained) reachability properties with upper reward bounds (briefly called
minimize $\sum_{(s,i) \in S[r]} x_{s,i}$ where $S[r] = S \times \{0, 1, \ldots, r\}$, subject to

- $x_{s,i} = 0$ if $s \not\in \exists(A \cup B)$ and $0 \leq i \leq r$
- $x_{s,i} = 1$ if $s \in B$ and $0 \leq i \leq r$
- $x_{s,i} \geq \sum_{t \in S} P(s, \alpha, t) \cdot x_{t,i-\text{rew}(s, \alpha)}$ if $s \not\in B$, $s \models \exists(A \cup B)$ and $\alpha \in \text{Act}(s)$ such that $\text{rew}(s, \alpha) \leq i \leq r$

Fig. 1. Linear program $LP_r$, with the unique solution $p_{s,i} = \Pr^\max_s(A \cup U \leq i B)$

$U \leq i$-quantiles in MDPs with state rewards has been suggested [22]. We first recall this approach for quantitative $U \leq i$-quantiles (Sec. 4.1) and then provide an efficient computation scheme that relies on an iterative back-propagation procedure including several heuristics (Sec. 4.3). In Sec. 4.3 we briefly show how to adapt these methods for reachability properties with lower reward bounds.

4.1 Iterative linear-programming based approach

We recall the approach of [22], focusing on existential $U \leq i$-quantiles with strict probability bounds. Other $U \leq i$-quantiles can be treated similarly (see [22]).

The idea for computing $\text{Qu}_s(\exists \Pr_{\geq p}(A \cup U \leq i B))$ is to first apply standard methods for computing the maximum probability $p_s = \Pr^\max_s(A \cup B)$ for the unbounded until formula $A \cup B$. If $p_s$ does not meet the probability bound $p$, i.e., $p_s \leq p$, the quantile is infinite for state $s$. For $p_s > p$, the idea of [22] is to compute the maximal probabilities $p_{s,r} = \Pr^\max_s(A \cup U \leq r B)$ for increasing reward bound $r$, until $p_{s,r} > p$. For this purpose, [22] provides an LP with variables $x_{s,i}$ for $(s, i) \in S[r] = S \times \{0, 1, \ldots, r\}$ and the unique solution $(p_{s,i})_{(s,i) \in S[r]}$, where $p_{s,i} = \Pr^\max_s(A \cup U \leq i B)$. Fig. 1 shows the LP of [22], adapted for the case of state-action rewards (rather than state rewards). This LP-based computation scheme can be solved in exponential time, as shown in [22] by establishing an upper bound $r_{\max}$ for the smallest (finite) quantile. A naïve approach thus could first compute $r_{\max}$, generate the LP with variables $x_{s,i}$ for $(s, i) \in S[r_{\max}]$ and then use general-purpose linear- or dynamic-programming techniques to solve the constructed LP (e.g., the Simplex algorithm, ellipsoid methods or value or policy iteration). However, since the upper bound $r_{\max}$ is exponential in the size of $M$ and depends on the number of states in $M$, the transition probabilities and rewards in $M$ and the probability bound $p$, this approach turns out to be intractable when $M$ or the reward values are large.

4.2 Back-propagation approach

The main bottleneck of the LP approach for computing quantitative quantiles is the possibly exponential size of the LP. We propose an iterative approach that computes the values $p_{s,i} = \Pr^\max_s(A \cup U \leq i B)$ successively for $i = 0, 1, 2, \ldots$ by decomposing the LP in Fig. 1 into smaller ones and propagating already computed values as much as possible. Due to the reuse of already computed values, we call this approach back-propagation (BP) approach.
Given that the solution \((p_{s,j})_{0 \leq j < i}\) for \(\mathbb{L}P_{i-1}\) is known when considering \(\mathbb{L}P_i\), the constraints for variable \(x_{s,i}\) in the third case of Fig. 1 (i.e., if \(s \notin B\), \(s = \exists (A U B)\) and \(\alpha \in Act(s)\)) can be rewritten as follows:

\[
\begin{align*}
  x_{s,i} & \geq c_{s,i} \overset{def}{=} \max \left\{ \sum_{t \in S} P(s, \alpha, t) \cdot p_{t,i-rew(s, \alpha)} : \alpha \in Act(s), rew(s, \alpha) > 0 \right\} \\
  x_{s,i} & \geq \sum_{t \in S} P(s, \alpha, t) \cdot x_{t,i} \text{ if } rew(s, \alpha) = 0
\end{align*}
\]

We can now use standard methods to solve \(\mathbb{L}P_i\) with variables \((x_{s,i})_{s \in S}\) consisting of the above linear constraints together with the terminal cases \(x_{s,i} = 0\) if \(s \notin \exists (A U B)\) and \(x_{s,i} = 1\) if \(s \in B\), where the objective is to “minimize \(\sum_{s \in S} x_{s,i}\)”. \(\mathbb{L}P_i\) has indeed a unique solution which agrees with the (unique) solution \((p_{s,j})_{s \in S}\) of \(\mathbb{L}P_i\) for the variables \(x_{s,i}\).

Suppose the task is to compute \(q_s = \text{Qu}_i(\exists P_{>p}(A U ? B))\) for all states \(s\). Let \(n = |S|, m = \sum_{s \in S} |Act(s)|\) and \(z\) be the number of state-action pairs \((s, \alpha)\) for which \(s \in S, \alpha \in Act(s)\) and \(rew(s, \alpha) = 0\). Then, with the proposed back-propagation approach, \((q_s)_{s \in S}\) is obtained by first computing \(Pr_s^{max}(A U B)\) for all states \(s\) (which can be done in time polynomial in the size of \(\mathcal{M}\)) and serves to identify the states \(s \in S\) where \(q_s = \infty\) and then solving the LPs \(\mathbb{L}P'_1, \mathbb{L}P'_1, \ldots, \mathbb{L}P'_r\) (where \(r = \max\{q_s : Pr_s^{max}(A U B) > p\}\)) with \(n\) variables and \(z + |S|\) linear constraints each.

**Reward window.** To reduce the memory requirements, we can use the observation that the constants \(c_{s,i}\) in \(\mathbb{L}P'_i\) are obtained from the values \(p_{t,i-rew(s, \alpha)}\) where \(\alpha \in Act(s)\) and \(rew(s, \alpha) > 0\). As a consequence, the solution \((p_{s,j})_{t \in S}\) for \(\mathbb{L}P_i\) can be discarded as soon as \(\mathbb{L}P'_i\) has been solved for the maximal reward value \(w = \max\{ rew(s, \alpha) : s \in S, \alpha \in Act(s) \}\) in \(\mathcal{M}\). A further improvement considers the maximum reward of all incoming transitions per state. That is, the value of \(p_{t,i}\) is not needed any more as soon as \(\mathbb{L}P'_i\) has been solved where \(w\) equals the maximal reward of the state-action pairs \((s, \alpha)\) with \(P(s, \alpha, t) > 0\).

**Linear programs for zero-reward sub-MDP.** The back-propagation approach can yield a major speed-up compared to the naïve approach with a single LP. However, if the number of state-action pairs with zero reward is large compared to the full set of actions in \(S\), \(\mathbb{L}P'_i\) needs still to be solved for several \(i\). The idea then is to decompose \(\mathbb{L}P'_i\) and treat the sub-LPs in a specific order. Let \(\mathcal{G}\) be the directed graph with node set \(S\) and the edge relation \(\rightarrow\) given by \(s \rightarrow t\) if \(P(s, \alpha, t) > 0\) for some action \(\alpha \in Act(s)\) with \(rew(s, \alpha) = 0\). Applying standard graph algorithms, we compute the strongly connected components in \(\mathcal{G}\) and a topological sorting \(C_1, \ldots, C_k\) for them. Then the SCCs \(C_1, \ldots, C_k\) are the finest partition of \(S\) such that: if \(s \in C_h, t \in C_j\), \(P(s, \alpha, t) > 0\) and \( rew(s, \alpha) = 0\), then \(h \leq j\). Thus, we can decompose \(\mathbb{L}P'_i\) into LPs \(\mathbb{L}P'_{i,1}, \ldots, \mathbb{L}P'_{i,k}\), where \(\mathbb{L}P'_{i,h}\) consists of the linear constraints \(x_{s,i} \geq c_{s,i}\) and

\[
  x_{s,i} \geq \sum_{t \in C_h} P(s, \alpha, t) \cdot x_{t,i} + \sum_{u \in C_{>h}} P(s, \alpha, u) \cdot p_{u,i}
\]

for \(s \in C_h, \alpha \in Act(s), rew(s, \alpha) = 0\). Here, \(C_{>h} = C_{h+1} \cup \ldots \cup C_k\) and \((p_{u,i})_{u \in C_j}\) denotes the solutions of \(\mathbb{L}P'_{i,j}\). The objective of \(\mathbb{L}P'_{i,h}\) is to minimize the sum \(\sum_{s \in C_h} x_{s,i}\).
Assuming that the sub-MDP $\mathcal{M}|_{\text{rew}=0}$ of $\mathcal{M}$ resulting by removing all actions $\alpha$ from $\text{Act}(s)$ with $\text{rew}(s,\alpha) > 0$ is acyclic, no LP has to be solved within our approach. In this case, the sets $C_1,\ldots,C_k$ are singletons, say $C_k = \{s_k\}$, and the solution $(p_{s,i})_{s\in S}$ is obtained directly when processing the states in reversed topological order $s_k, s_{k-1},\ldots,s_1$.

**Other improvements.** Several other heuristics can be integrated to speed up the computation time or to decrease the memory requirements. For instance, zero-reward self-loops can be removed by a quantile-preserving transformation $\mathcal{M} \rightarrow \mathcal{M'}$. The MDP $\mathcal{M'}$ has the same state space $S$ as $\mathcal{M}$ and the same rewards for all state-action pairs. The transition probability function $P'$ of $\mathcal{M'}$ is given by $P'(s,\alpha,t) = P(s,\alpha,t)/(1 - P(s,\alpha,s))$ if $\text{rew}(s,\alpha) = 0$, $t \neq s$ and $0 < P(s,\alpha,s) < 1$ and $P'(s,\alpha,t) = P(s,\alpha,t)$ in all other cases (see [2]). Another heuristic, which is however not yet realized in our implementation, is the aggregation method proposed in [8]. This approach permits to collapse all states belonging to the same maximal end components in the sub-MDP $\mathcal{M}|_{\text{rew}=0}$ into a single state.

### 4.3 Lower reward bounds

The approach for computing $U^{\leq 2}$-quantiles can be adapted to compute quantiles for (constrained) reachability formulas with lower reward bounds, i.e., $A U^{\leq 2} B$. For simplicity, we sketch only the treatment of reachability $(\Diamond^{\leq 2} B)$ with a lower reward bound. More details and proofs can be found in [2]. We start with the universal quantile:

$$\text{Qu}_{\alpha}(\forall P_{<p}(\Diamond^{\geq 2} B)) = \min \{ r \in \mathbb{N} : \text{Pr}_{s}^{\text{max}}(\Diamond^{\geq r} B) < p \}$$

Clearly, if $\text{Pr}_{s}^{\text{max}}(\Diamond B) < p$ then the quantile for state $s$ is 0. Furthermore:

$$\text{Qu}_{\alpha}(\forall P_{<p}(\Diamond^{\geq 2} B)) = \infty \text{ iff } \text{Pr}_{s}^{\text{max}}(\Diamond(C \land \Diamond B)) \geq p,$$

where $C$ consists of all states $t$ that are contained in a maximal end component $(T,\mathcal{R})$ with $\text{rew}(t',\alpha) > 0$ for some state $t' \in T$ and an action $\alpha \in \mathcal{R}(t')$. Intuitively, when entering $C$ one can stay in $C$ until the accumulated reward is greater or equal than $r$, before entering $B$. Otherwise, we apply the same idea as before and compute the values $p_{s,r} = \text{Pr}_{s}^{\text{max}}(\Diamond^{\geq r} B)$ for increasing $r$ until $p_{s,r} < p$. The values $p_{s,r}$ are obtained as the unique solution of the following LP with variables $x_{s,i}$ for $(s,i) \in S[r]$ and the following constraints for $s \in S$ and $1 \leq i \leq r$:

- $x_{s,0} = \text{Pr}_{s}^{\text{max}}(\Diamond B)$
- $x_{s,i} \geq 0$
- $x_{s,i} \geq \sum_{t \in S} P(s,\alpha,t) \cdot x_{t,\ell}$ if $\alpha \in \text{Act}(s)$ and $\ell = \max\{0, i - \text{rew}(s,\alpha)\}$

The objective is to minimize $\sum_{(s,i) \in S[r]} x_{s,i}$. To speed up the computation, one can add the following constraints: $x_{s,i} = 1$ if $\text{Pr}_{s}^{\text{max}}(\Diamond(C \land \Diamond B)) = 1$ for $s \in S$. 
The existential quantile

$$Qu_s(\exists Pr_{\leq p}(\Diamond \geq 2 B)) = \min \{ r \in \mathbb{N} : Pr_s^{\min}(\Diamond \geq r B) < p \}$$

can then be computed by an analogous approach, using the fact that the values

$$p_{s,r} = Pr_s^{\min}(\Diamond \geq r B)$$

are the greatest solutions in $[0, 1]$ of the linear constraints

$$x_{s,0} = Pr_s^{\min}(\Diamond B)$$

$$x_{s,i} = 0 \quad \text{if } i \geq 1, Pr_s^{\min}(\Diamond B) = 0 \text{ or } Pr_s^{\min}(\Diamond pos R) = 0$$

$$x_{s,i} \leq \sum_{t \in S} P(s, \alpha, t) \cdot x_{t,\ell} \quad \text{if } i \geq 1, Pr_s^{\min}(\Diamond B) > 0 \text{ and } Pr_s^{\min}(\Diamond pos R) > 0,$$

where $pos R \subseteq S \times Act$ is the set of state-action pairs $(s, \alpha)$ with $rew(s, \alpha) > 0$. Then, $Qu_s(\exists Pr_{< p}(\Diamond \geq 2 B)) = \infty$ if $Pr_s^{\min}(\Box \Diamond B \wedge \Box \Diamond pos R) \geq p$. Again, one could add the following constraints: $x_{s,i} = 1$ if $Pr_s^{\min}(\Box \Diamond B \wedge \Box \Diamond pos R) = 1$ for $s \in S$. Obviously, the back-propagation approach (cf. Sec. 4.2) is applicable for the existential and universal quantiles with lower bounds as well.

### 4.4 Energy-utility quantiles

The energy-utility quantile $Qu_s(\exists Pr_{> p}(\lambda, u))$ as introduced in Sec. 3 can be computed using the same techniques as explained for quantiles of the form $Qu_s(\exists Pr_{> p}(\Diamond \leq 2 B))$. For this purpose, we might use an automaton $U_a$ with states $q_0, q_1, \ldots, q_{u-1}, q_u$ representing the accumulated utility value. The goal state $q_u$ represents that the achieved utility is at least $u$. The transitions of $U_a$ are given by $q_i \rightarrow q_j$ for $j \geq i$. We put $M$ and $U_a$ in parallel to obtain an MDP $M \otimes U_a$ with a single reward function $rew$ for the energy and synchronous transitions that capture the meaning of $U_a$’s states. Formally, $M \otimes U_a = (S \times \{q_0, \ldots, q_u\}, Act, P')$ where

$$P'((s, q_i), \alpha, (t, q_j)) = P(s, \alpha, t) \quad \text{if } j = \min\{u, i + rew(s, \alpha)\}$$

and $P'(\cdot) = 0$ in all other cases. The reward structure of $M \otimes U_a$ consists of the energy reward function $rew$ lifted to the product. That is, we deal with the reward function $rew'$ for $M \otimes U_a$ given by $rew'((s, q_i), \alpha) = rew(s, \alpha)$ for all $s \in S$, $0 \leq i \leq u$ and $\alpha \in Act$. With $B = S \times \{q_u\}$, we then have

$$Pr^{\max}_{M \otimes U_a}(\Diamond (\text{energy} \leq c) \wedge \text{(utility} \geq u)) = Pr^{\max}_{M \otimes U_a, s, q_0}(\Diamond \Diamond pos B)$$

and therefore $Qu_s^{M}(\exists Pr_{> p}(\lambda, u)) = Qu^{M \otimes U_a}_{s, q_0}(\exists Pr_{> p}(\Diamond \Diamond pos B))$.

The quantile $Qu_s(\exists Pr_{> p}(\lambda, u))$ is computable by an analogous automata-based approach, but now using the LP approach suggested for lower reward bounds (Sec. 3.3). Various other energy-utility quantiles can be computed using reductions to the case of reward-bounded until formulas or derived path properties. It is obvious that an analogous automata-based approach is applicable for quantiles where the objective is a probability constraint on path properties of the form $\Diamond ((rew \Rightarrow r) \wedge \kappa)$, where $\kappa$ is a Boolean combination of constraints of the form $rew_i \Rightarrow r_i$ for multiple reward functions $rew_1, \ldots, rew_k$ (other than $rew$).
5 Computing expectation quantiles

We now discuss how to compute the expectation quantiles in MDPs with two reward functions $\text{crew}$ and $\text{urew}$ for modeling the energy requirements and the achieved utility (see Sec. 3). Let us exemplify the approach computing

$$E_s^\alpha = \text{Qu}_s(\exists \text{ExpUtil}>u(\text{energy} \leq e)) \text{ and } E_s^\nu = \text{Qu}_s(\forall \text{ExpUtil}<u(\text{energy} \leq e)).$$

Using known results for standard MDPs, we obtain that $\text{ExpUtil}_s^{\text{max}}(\text{energy} \leq e)$ is finite, provided that $\Pr_s^{\text{min}}(\text{energy} > e) = 1$. If, however, $\mathcal{M}$ contains end components where all the state-action pairs have zero energy reward then $\Pr_s^{\text{min}}(\text{energy} > e) < 1$ and $\text{ExpUtil}_s^{\text{max}}(\text{energy} \leq e) = \infty$ is possible.

Let us first make the simplifying assumption that all end components are both energy- and utility-divergent, i.e., whenever $(T, \mathcal{A})$ is an end component of $\mathcal{M}$ then there exist state-action pairs $(t, \alpha)$ and $(v, \beta)$ with $t, v \in T$ and $\alpha, \beta \in \mathcal{A}(v)$ such that $\text{crew}(t, \alpha)$ and $\text{urew}(v, \beta)$ are positive. This assumption yields that $\Pr_s^{\text{min}}(\text{energy} > e) = 1$ and hence, $\text{ExpUtil}_s^{\text{max}}(\text{energy} \leq e)$ and $\text{ExpUtil}_s^{\text{min}}(\text{energy} \leq e)$ are finite for all states $s \in S$ and all energy bounds $e \in \mathbb{N}$. Moreover, $\lim_{e \to \infty} \text{ExpUtil}_s^\mathcal{G}(\text{energy} \leq e) = \infty$ for each scheduler $\mathcal{G}$. This yields the finiteness of the expectation quantiles $E_s^\alpha$ and $E_s^\nu$. The computation of $E_s^\alpha$ and $E_s^\nu$ can be carried out using an iterative approach as for probability quantiles. For $E_s^\alpha$, we compute iteratively the values $u_{s,e} = \text{ExpUtil}_s^{\text{min}}(\text{energy} \leq e)$ until $u_{s,e} > u$, in which case $E_s^\alpha = e$. It remains to explain how to compute $u_{s,e}$. Again, we can use an LP-based approach and characterize the vector $(u_{s,i})_{(s,i) \in S[e]}$ as the unique solution of the LP with variables $x_{s,i}$ for $(s,i) \in S[e] = S \times \{0,1,\ldots,e\}$ and the objective to maximize the sum of the $x_{s,i}$’s subject to:

$$x_{s,i} \leq \text{urew}(s, \alpha) + \sum_{t \in S} P(s, \alpha, t) \cdot x_{t,i-\text{crew}(s,\alpha)}$$

if $\alpha \in \text{Act}(s)$ and $\text{crew}(s, \alpha) \leq i \leq e$. For computing $E_s^\nu$, the values $v_{s,e} = \text{ExpUtil}_s^{\text{max}}(\text{energy} \leq e)$ can be computed by a similar schema, using the fact that the vector $(v_{s,i})_{(s,i) \in S[e]}$ is the least solution in $[0,1]^{|S[e]|}$ of the linear constraints

$$x_{s,i} \geq \text{urew}(s, \alpha) + \sum_{t \in S} P(s, \alpha, t) \cdot x_{t,i-\text{crew}(s,\alpha)}$$

if $\alpha \in \text{Act}(s)$ and $\text{crew}(s, \alpha) \leq i \leq e$. Obviously, the back-propagation approach is applicable as well.

The computation of expectation quantiles for the general case, where no assumptions on the end components are imposed, are detailed in [12]. Basically, this computation relies on an analogous LP approach, but requires a preprocessing step to identify the states where $\text{ExpUtil}_s^{\text{max}}(\text{energy} \leq e) = \infty$, respectively $\text{ExpUtil}_s^{\text{min}}(\text{energy} \leq e) = \infty$ and computing those states where the quantile is infinite. The main feature for this preprocessing is an analysis of end components, similar as in [10,12].
6 Implementation and case studies

In this section, we deal with our implementation of the algorithms for computing $U \leq ?$-quantiles presented in Sec. 4.1 and 4.2 and demonstrate its usability within case studies. Our implementation relies on the computation of extremal probabilities for upper reward-bounded until properties on top of the explicit engine of the prominent probabilistic model checker PRISM version 4.1 [14], which have not yet been supported within PRISM so far. We compute quantiles either by solving the LP of [22] (see Fig. 1) directly using the LP-solver LPSOLVE [1] or with our back-propagation approach (BP). Our first case study is taken from PRISM’s benchmark suite [17], showing the applicability of our implementation on relatively small models and compare the performance of the LP and BP approach. Then, we turn to computing energy-utility quantiles for an energy-aware job-scheduling protocol. All calculations were carried out on a computer with two Intel E5-2680 8-core CPUs at 2.70 GHz with 384GB of RAM. More detailed information and further case studies can be found in [2].

**Self-stabilization.** The self-stabilizing protocol by Israeli and Jalfon is modeled as an MDP for $N$ equal processes organized in a ring, each having a token at the beginning and aiming to randomly send and receive tokens until the ring is in a stable state, i.e., only one process has a token. We used our quantile algorithms to compute the minimal number of steps required for reaching a stable state with probability of at least $p$ for some schedulers (existential quantile) or all schedulers (universal quantile). The latter problem also has been answered in Table 1.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$p$</th>
<th>model states build</th>
<th>existential quantile</th>
<th>universal quantile</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.1</td>
<td>1,023 0.24s</td>
<td>18 118.38s 0.03s</td>
<td>26 403.36s 0.16s</td>
</tr>
<tr>
<td>0.5</td>
<td>&quot;</td>
<td>38 1,066.64s 0.05s</td>
<td>43 1,388.15s 0.09s</td>
<td></td>
</tr>
<tr>
<td>0.99</td>
<td>&quot;</td>
<td>117 11,552.55s 0.14s</td>
<td>130 19,794.61s 0.15s</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.1</td>
<td>32,767 1.96s</td>
<td>42 timeout 1.85s</td>
<td>61 timeout 3.78s</td>
</tr>
<tr>
<td>0.5</td>
<td>&quot;</td>
<td>89 timeout 3.85s</td>
<td>100 timeout 4.10s</td>
<td></td>
</tr>
<tr>
<td>0.99</td>
<td>&quot;</td>
<td>270 timeout 11.42s</td>
<td>305 timeout 12.18s</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Results for randomized self-stabilizing (existential and universal quantile)

The time for BP covers the entire computation of the quantile value $r$. For LP, we report the time for solving the linear program $LP_r$. As it can be seen, the LP approach turns out to be infeasible already for relatively small models, whereas the BP implementation performs well. Table 1 also reveals that especially within

---

1 [http://lpsolve.sourceforge.net](http://lpsolve.sourceforge.net); we used version 5.5.2, presolving deactivated
Table 2. Results for energy-aware job scheduling (quantiles $e_{\text{min}}$ and $u_{\text{max}}$)

<table>
<thead>
<tr>
<th>$N$</th>
<th>$p$</th>
<th>states</th>
<th>build</th>
<th>$e_{\text{min}}$</th>
<th>result</th>
<th>time</th>
<th>$N$</th>
<th>$p$</th>
<th>states</th>
<th>build</th>
<th>$u_{\text{max}}$</th>
<th>result</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.1</td>
<td>368,521</td>
<td>14.67s</td>
<td>179 37.43s</td>
<td>4</td>
<td>0.1</td>
<td>872,410</td>
<td>14.47s</td>
<td>7   173.71s</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>&quot;</td>
<td>&quot;</td>
<td>198 37.02s</td>
<td>0.5</td>
<td>&quot;</td>
<td>&quot;</td>
<td>7   173.22s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.99</td>
<td>&quot;</td>
<td>&quot;</td>
<td>225 42.69s</td>
<td>0.99</td>
<td>&quot;</td>
<td>&quot;</td>
<td>7   155.66s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.1</td>
<td>6,079,533</td>
<td>377.95s</td>
<td>242 1,058.48s</td>
<td>5</td>
<td>0.1</td>
<td>3,049,471</td>
<td>65.69s</td>
<td>9 812.19s</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>&quot;</td>
<td>&quot;</td>
<td>266 1,135.65s</td>
<td>0.5</td>
<td>&quot;</td>
<td>&quot;</td>
<td>9   812.93s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.99</td>
<td>&quot;</td>
<td>&quot;</td>
<td>301 1,261.89s</td>
<td>0.99</td>
<td>&quot;</td>
<td>&quot;</td>
<td>9   736.93s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Energy-aware job scheduling. We now turn to an energy-aware job-scheduling protocol modeled as an MDP, for which we compute energy-utility quantiles. Assume a system of $N$ processes which need to enter a critical section in order to perform tasks, each within a given deadline. Access to the critical section is exclusively granted by a scheduler, which selects processes only if they have requested to enter. When a process states such a request, a deadline counter is set and decreased over time even if the process did not enter the critical section yet. Since computing a task also requires a certain amount of time in the critical section, deadlines can be exceeded. Utility is hence provided in terms of tasks finished without exceeding their deadline. Each process consumes energy, especially if it is in the critical section, and the global energy consumption equals the sum of energy consumed by all processes. Additional dependencies between utility and energy arise as the scheduler can activate a turbo mode for the critical section, doubling the computation speed but tripling energy consumption. As motivated in the introduction, we are now interested in the following energy-utility quantiles, both illustrating the trade-off between energy and utility w.r.t. several probability bounds $p$. We consider the quantile for the minimal energy $e_{\text{min}}$ required to guarantee $u$ successfully finished tasks, and the quantile for the maximal number $u_{\text{max}}$ of tasks successfully finished by one process requiring not more than $e$ energy. Our experiments solving these quantiles used the BP implementation with parameters $u=N$, $e=50\cdot N$. The results shown in Table 2 illustrate that even for large model sizes with millions of states, our implementation of the BP algorithm is feasible. As expected, none of the quantile computations for $e_{\text{min}}$ and $u_{\text{max}}$ finished within 12 hours when we used the LP approach instead of our BP implementation.

7 Conclusion

We introduced a general notion of (energy-utility) quantiles for MDPs and extended the LP schema from [22] to compute quantitative quantiles with lower and upper reward bounds, where the objective can be a probability constraint or a constraint on an expectation. We implemented a BP approach for quantitative
quantiles with upper reward bounds, which can significantly speed up quantile computations, and demonstrated its performance by means of case studies.
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Appendix

In this appendix, we provide details and additional information that had to be omitted from the main part of this paper due to lack of space. Sec. A provides a list of the quantile dualities. Sec. B contains additional, technical details and proofs for the computation of quantiles, i.e., for quantiles with lower reward bounds (Sec. B.1), expectation quantiles (Sec. B.2), and soundness of the zero-reward self-loop removal (Sec. B.3). Sec. C then provides further information on our implementation and case studies.

A Quantile dualities

We list dualities for probability quantiles. However, similar dualities can also be obtained for expectation quantiles. Here, we distinguish between quantiles with respect to increasing and decreasing state properties.

Concerning increasing state properties:

\[ \text{Qu}_s(\exists P_{>p}(A \leq \gamma B)) = \text{Qu}_s(\exists P_{<1-p}((\neg A)\leq \gamma (\neg B))) \]
\[ = \text{Qu}_s(\forall P_{\geq 1-p}((-A)\leq \gamma (-B))) + 1 \]
\[ = \text{Qu}_s(\forall P_{\leq p}(A \leq \gamma B)) + 1 \]
\[ \text{Qu}_s(\exists P_{>p}(A \geq \gamma B)) = \text{Qu}_s(\exists P_{<1-p}((\neg A)\geq \gamma (\neg B))) \]
\[ = \text{Qu}_s(\forall P_{\geq 1-p}((-A)\geq \gamma (-B))) + 1 \]
\[ = \text{Qu}_s(\forall P_{\leq p}(A \geq \gamma B)) + 1 \]
\[ \text{Qu}_s(\forall P_{>p}(A \leq \gamma B)) = \text{Qu}_s(\forall P_{<1-p}((\neg A)\leq \gamma (\neg B))) \]
\[ = \text{Qu}_s(\exists P_{\geq 1-p}((-A)\leq \gamma (-B))) + 1 \]
\[ = \text{Qu}_s(\exists P_{\leq p}(A \leq \gamma B)) + 1 \]
\[ \text{Qu}_s(\forall P_{>p}(A \geq \gamma B)) = \text{Qu}_s(\forall P_{<1-p}((\neg A)\geq \gamma (\neg B))) \]
\[ = \text{Qu}_s(\exists P_{\geq 1-p}((-A)\geq \gamma (-B))) + 1 \]
\[ = \text{Qu}_s(\exists P_{\leq p}(A \geq \gamma B)) + 1 \]

Concerning decreasing state properties:

\[ \text{Qu}_s(\exists P_{>p}(A \leq \gamma B)) = \text{Qu}_s(\exists P_{<1-p}((\neg A)\geq \gamma (\neg B))) \]
\[ = \text{Qu}_s(\forall P_{\geq 1-p}((-A)\geq \gamma (-B))) - 1 \]
\[ = \text{Qu}_s(\forall P_{\leq p}(A \geq \gamma B)) - 1 \]
The same holds for a finite path. Then a scheduler $S$ is called optimal if there exists a finite set $M$ of modes, a decision function $\text{dec} : S \times M \rightarrow \text{Act}$, an initial mode function $\text{init} : S \rightarrow M$, and a next-mode function $\text{next} : M \times S \rightarrow M$ such that for each $S$-path $\pi$ we have $S(\pi) = \text{dec}(\text{last}(\pi), m(\pi))$, where $m(\pi)$ is defined inductively on the length of finite paths by $m(s_0) = \text{init}(s_0)$ and $m(\pi \alpha s) = \text{next}(m(\pi), s)$. The size of a finite-memory scheduler is the number of modes.

The notion of a memoryless scheduler is used for finite-memory schedulers with a single mode.

**Optimal and adversarial schedulers.** Considering an existential quantile, say $R = \text{Qu}_s(\exists P_{>p}(A R \leq r) B)$, scheduler $S$ is said to be optimal if $\Pr_s(\exists R > p) > p$. Scheduler $S$ is called adversarial for the universal quantile $R = \text{Qu}_s(\forall P_{>p}(A R \leq r) B)$ if $\Pr_s(\forall R \leq 1) \leq p$. The definition of optimal and adversarial schedulers for other quantiles is analogous.

A simple consequence of the representation of $\Pr_s(\exists R > p) > p$ is the existence of a finite-memory scheduler $S$ with the modes $0, 1, \ldots, r$ that maximizes the probability for $A U \leq r B$. The same holds for $\Pr_s(\forall R \leq 1) \leq p$ and maximal or minimal probabilities for $A U \leq r B$ by an adaption of the linear programs presented in Sec. 4.3 for the $\leq r B$ reachability formulas. In particular, we obtain:

**Lemma 1 (Optimal schedulers for until-quantiles).** For each of the existential until-quantiles there exists an optimal scheduler $S$ such that for all finite paths $\pi_1$ and $\pi_2$:

\[
\begin{align*}
\text{Qu}_s(\exists P_{>p}(A R \leq r) B) &= \text{Qu}_s(\exists P_{>p}(\neg A R \leq r) B) \\
&= \text{Qu}_s(\forall P_{\geq p}(A R \leq r) B) - 1 \\
&= \text{Qu}_s(\exists P_{\geq p}(A R \leq r) B) - 1 \\
&= \text{Qu}_s(\forall P_{>p}(A U \leq r) B) - 1 \\
&= \text{Qu}_s(\forall P_{>p}(A U \leq r) B) - 1 \\
\end{align*}
\]
if last(\(\pi_1\)) = last(\(\pi_2\)) and rew(\(\pi_1\)) = rew(\(\pi_2\)) then \(\mathcal{S}(\pi_1) = \mathcal{S}(\pi_2)\) (*)

For existential quantiles \(R = \text{Qu}_s(\exists \ldots)\) there are optimal finite-memory schedulers whose size is bounded by \(R+1\).

Similarly, the universal until-quantiles have adversarial schedulers \(\mathcal{S}\) satisfying (*). Thus, an analogous statement holds for universal until-quantiles and adversarial schedulers.

**End components and limits of paths.** It is well-known [9] that for any scheduler \(\mathcal{S}\), the limit of almost all \(\mathcal{S}\)-paths constitutes an end component. Here, the limit of an infinite path \(\tilde{\pi} = s_0 \alpha_0 s_1 \alpha_1 \ldots\) is given by the set \(\text{inf}(\tilde{\pi})\) of states which appear infinitely often in \(\tilde{\pi}\) and the function that assigns to each state \(t \in \text{inf}(\tilde{\pi})\) the set of actions \(\alpha\) with \((s_i, \alpha_i) = (t, \alpha)\) for infinitely many \(i\).

**B.1 Quantiles for reachability with lower-reward bounds**

Let \(C\) be the set of all states \(t \in S\) that are contained in some (maximal) end component \((T, A)\) with \(\text{rew}(t', \alpha) > 0\) for some state \(t' \in T\) and some action \(\alpha \in A(t')\).

**Lemma 2.** For all states \(s\) in \(M\), we have:

\[\text{Qu}_s\left(\forall P_\ll (< r) \left(\Diamond \ll B\right)\right) = \infty \iff \text{Pr}_s^{\text{max}}\left(\Diamond (C \land B)\right) \geq p\]

**Proof.** We first observe:

\[\min \{r \in \mathbb{N} : \text{Pr}_s^{\text{max}}\left(\Diamond \ll B\right) < p\} = \infty\]

iff there is no \(r \in \mathbb{N}\) such that \(\text{Pr}_s^{\text{max}}\left(\Diamond \ll B\right) < p\)

iff for all \(r \in \mathbb{N}\) there exists a scheduler \(\mathcal{S}_r\) with \(\text{Pr}_s^{\mathcal{S}_r}\left(\Diamond \ll B\right) \geq p\)

“\(\subseteq\)”: Suppose \(\text{Pr}_s^{\text{max}}\left(\Diamond (C \land B)\right) \geq p\). Let \(\mathcal{S}_{\text{opt}}\) be a (finite-memory) scheduler that maximizes the probability for \(\Diamond (C \land B)\) for all states. We pick some (finite-memory) scheduler \(\mathcal{S}_C\) such that from each state \(t \in C\) with probability 1 all states of the maximal end component \((T, A)\) with \(t \in T\) will be visited infinitely often and each of its actions will be taken infinitely often. Then, the accumulated reward for almost all infinite \(\mathcal{S}_C\)-paths starting in a \(C\)-state is \(\infty\). Furthermore, let \(\mathcal{S}_{\Diamond B}\) be a (memoryless) scheduler that maximizes the probability to reach \(B\) for all states. Given \(r \in \mathbb{N}\), we now regard the scheduler \(\mathcal{S}_r\) that operates in three phases:

- Phase 1: As long as \(C\) has not been reached, \(\mathcal{S}_r\) behaves as \(\mathcal{S}_{\text{opt}}\). As soon as \(C\) has been reached, \(\mathcal{S}_r\) switches from phase 1 to phase 2.
- Phase 2: \(\mathcal{S}_r\) mimics \(\mathcal{S}_C\), provided that the total accumulated reward is less than \(r\). If the current state belongs to \(C\) and the total accumulated reward is larger or equal \(r\) then \(\mathcal{S}_r\) switches from phase 2 to phase 3.
- Phase 3: \(\mathcal{S}_r\) behaves as \(\mathcal{S}_{\Diamond B}\).
When entering a $C$-state in the first phase and the total accumulated reward is $\geq r$ then $S_r$ can move directly from phase 1 to the third phase.

We now use the fact that all states that belong to the same maximal end component have the same maximal reachability probabilities \cite{8}. This yields that for each $\rho \in \{0, 1, \ldots, r-1\}$ and all states $t$ of a maximal end component $(T, A)$ of $M$ that contains at least one state-action pair with positive reward:

$$\Pr_{S_r}(\Diamond \geq r B) = \sum_{\rho \leq \rho < r} \sum_{t \in T} \Pr_{S_r}(\neg C \cup (rew = \rho) \wedge t) \cdot \Pr_{S_r}(\Diamond \geq r B)$$

$$+ \sum_{t \in C} \Pr_{S_r}(\neg C \cup (rew \geq r) \wedge t) \cdot \Pr_{S_r}(\Diamond B)$$

$$= \sum_{t \in C} \Pr_{S_r}(\neg C \cup t) \cdot \Pr_{\max}(\Diamond B)$$

where $(T, A)$ ranges over all maximal end components that contain a state-action pair with positive reward.

\[\Rightarrow\]: We now suppose that the quantile for the state $s$ and the objective $\forall P_{<\rho}(\Diamond \geq r B)$ is $\infty$. Let $(S_r)_{r \in \mathbb{N}}$ be a family of schedulers such that:

$$\Pr_{S_r}(\Diamond \geq r B) \geq p$$

The task is to show that $\Pr_{\max}(\Diamond (C \wedge \Diamond B)) \geq p$. For this we show that for each $\varepsilon > 0$ there exists a scheduler $S$ such that $\Pr_{S}(\Diamond (C \wedge \Diamond B)) \geq p - \varepsilon$.

In what follows, we fix some positive $\varepsilon$. There exists some $r \in \mathbb{N}$ such that for each scheduler $S$:

$$\Pr_{S}(\neg C \cup \geq r B) < \varepsilon$$

This is due to the fact that the limit of almost all $S$-paths constitutes an end component and that the reward earned in end components not contained in $C$.
is zero. For scheduler $\mathcal{S} = \mathcal{S}_r$, we obtain:

\[
p \leq \Pr_s^\mathcal{S}(\diamond \geq r B) = \Pr_s^\mathcal{S}((\neg C) \cup \diamond \geq r B) + \Pr_s^\mathcal{S}(\diamond (C \land \diamond((\text{rew} \geq r) \land B))) \\
\leq \varepsilon + \Pr_s^\mathcal{S}(\diamond (C \land \diamond B))
\]

Hence, $\Pr_s^\mathcal{S}(\diamond (C \land \diamond B))$ is at least $p - \varepsilon$. ■

Let $\tilde{M}$ be the MDP that results from $M$ by adding two new states $\text{goal}$ and $\text{fail}$ and a fresh action symbol $\tau$ with transition probabilities:

\[
P(t, \tau, \text{goal}) = \Pr_{\text{max}}^M(t, \diamond B) \\
P(t, \tau, \text{fail}) = 1 - \Pr_{\text{max}}^M(t, \diamond B)
\]

if $t \in C$ and $P(s, \tau, s') = 0$ for all states $s \in S \setminus C$, $s' \in S$. The outgoing transitions of the new states $\text{goal}$ and $\text{fail}$ are irrelevant for our purposes. We then have:

\[
\Pr_{\text{max}}^{\tilde{M},s}(\diamond (C \land \diamond B)) = \Pr_{\text{max}}^{\tilde{M},s}(\diamond \text{goal})
\]

The generation of $\tilde{M}$ mainly requires the computation of the values $\Pr_{\text{max}}^{M,s}(\diamond B)$ and the computation of the maximal end components of $M$. The former can be done using graph algorithms and linear-programming techniques in time polynomial in the size of $M$, while the latter is possible using standard algorithms in time quadratic in the size of the underlying graph of $M$.

We now consider the existential quantile for until-properties with lower reward bounds. We have:

\[
\min \{ r \in \mathbb{N} : \Pr_s^{\min}(\diamond \geq r B) < p \} = \infty \\
\text{iff} \quad \text{there is no } r \in \mathbb{N} \text{ such that } \Pr_s^{\min}(\diamond \geq r B) < p \\
\text{iff} \quad \Pr_s^{\min}(\diamond \geq r B) \geq p \text{ for all } r \in \mathbb{N}
\]

Obviously, this is the case if under each scheduler, with probability at least $p$, the set $B$ will be visited infinitely often and the accumulated reward tends to infinity. Let $\text{posR} \subseteq S \times \text{Act}$ be the set of state-action pairs $(s, \alpha)$ with $\text{rew}(s, \alpha) > 0$.

**Lemma 3.** For all states $s$ in $M$, we have:

\[
\mathbf{Qu}_s(\exists P < p(\diamond \geq r B)) = \infty \quad \text{iff} \quad \Pr_s^{\min}(\square \diamond B \land \square \diamond \text{posR}) \geq p
\]

To compute the minimal probability for the generalized Büchi condition $\square \diamond B \land \square \diamond \text{posR}$ we can rely on standard techniques. We compute the set $D$ consisting of states that are contained in some end component $(T, \emptyset)$ with $T \cap B = \emptyset$ or with $\text{rew}(t', \alpha) = 0$ for all actions $\alpha \in \emptyset(t')$ and states $t' \in T$. Then:

\[
\Pr_s^{\min}(\square \diamond B \land \square \diamond \text{posR}) = 1 - \Pr_s^{\max}(\diamond D)
\]
Corollary 1. The following two problems are in $P$:

(a) decide whether $\text{Qu}_s(\forall P_{<p}(\diamondsuit \geq B)) = \infty$

(b) decide whether $\text{Qu}_s(\exists P_{<p}(\diamondsuit \geq B)) = \infty$

B.2 Expectation quantiles

We now explain how to compute expectation quantiles when no assumptions on the end components are imposed. That is, there might exist end components that contain no state-action pair with positive energy or utility reward. Essentially, we can use the same linear program as sketched in Section 5, restricted to those variables $x_{s,e}$ where $\text{ExpUtil}_s^{\max}(\text{energy} \leq e) < \infty$ resp. $\text{ExpUtil}_s^{\min}(\text{energy} \leq e) < \infty$. Furthermore, we have to identify those states $s$ where the quantile is infinite.

Zero-reward and reward-divergent end components

An end component $(T, \mathfrak{A})$ of $\mathcal{M}$ with $\text{erew}(t, \alpha) = 0$ for all states $t \in T$ and actions $\alpha \in \mathfrak{A}(t)$ is called a zero-energy end component. $(T, \mathfrak{A})$ is called energy-divergent if there is some state-action pair $(t, \alpha)$ with $t \in T$, $\alpha \in \mathfrak{A}(t)$ and $\text{erew}(t, \alpha) > 0$.

We write $\text{ZE}$ for the set of all states $t \in S$ that are contained in some zero-energy end component, and $\text{ED}$ for the set of all states $t$ that belong to some energy-divergent end component.

Similar notations are used for the utility reward function. End components $(T, \mathfrak{A})$ with $\text{urew}(t, \alpha) > 0$ for some state-action pair $(t, \alpha)$ where $t \in T$ and $\alpha \in \mathfrak{A}(t)$ are said to be utility-divergent. End components that are not utility-divergent are called zero-utility end components. $\text{UD}$ denotes the set of states that are contained in some utility-divergent end component, while $\text{ZU}$ stands for the set of states that are contained in some zero-utility end component.

The sets $\text{UD}$ and $\text{ED}$ are obtained using standard algorithms for computing maximal end components, see, e.g., [CY95] and [9,5]. Note that $t \in \text{UD}$ if and only if there exists a maximal end component of $\mathcal{M}$ that contains $t$ and that is utility-divergent. The analogous statement holds for $\text{ED}$. This, however, does not hold for $\text{ZE}$ and $\text{ZU}$ since zero-energy end components might be contained in energy-divergent maximal end components. Nevertheless, the computation of $\text{ZE}$ and $\text{ZU}$ can also be carried out using algorithms to determine maximal end components of the sub-MDPs $\mathcal{M}|_{\text{erew}=0}$ and $\mathcal{M}|_{\text{urew}=0}$, respectively. For instance, $\mathcal{M}|_{\text{erew}=0}$ results from $\mathcal{M}$ by successively removing actions and states. We start dropping all actions $\alpha$ with $\text{erew}(s, \alpha) > 0$ from $\text{Act}(s)$. We then remove all states $s$ where $\text{Act}(s)$ is empty and all actions $\beta$ with $P(s', \beta, s) > 0$ from $\text{Act}(s')$, and so on.

Lemma 4. The sets $\text{ZE}$, $\text{ED}$, $\text{ZU}$ and $\text{UD}$ can be computed in time quadratic in the size of the underlying graph of $\mathcal{M}$.
Expected accumulated utility for fixed energy budget

For each infinite path $\tilde{\pi} = s_0 a_0 s_1 a_1 s_2 a_2 \ldots$ and fixed energy budget $e \in \mathbb{N}$, $\text{utility} |_{\text{energy} \leq e}(\tilde{\pi}) = \infty$ if and only if for each $u \in \mathbb{N}$ there exists a finite prefix $\pi$ of $\tilde{\pi}$ such that $\text{energy}(\pi) \leq e$ and $\text{utility}(\pi) > u$. As the energy budget $e$ is fixed, this is only possible if there exists some $k \in \mathbb{N}$ such that $\text{erew}(s_i, a_i) = 0$ for all $i \geq k$ and $\text{erew}(s_i, a_i) > 0$ for infinitely many indices $i$. Hence, if $\tilde{\pi} = s_0 a_0 s_1 a_1 s_2 a_2 \ldots$ then $\text{utility} |_{\text{energy} \leq e}(\tilde{\pi}) = \infty$ if and only if there exists $k \in \mathbb{N}$ such that

1. $\text{energy}(\text{pref}(\tilde{\pi}, k)) \leq e$
2. $\forall j \geq k. \text{erew}(s_j, a_j) = 0$
3. $\exists j \in \mathbb{N}. \text{erew}(s_j, a_j) > 0$

Let $\text{ZEUD}$ denote the set of all states $t \in S$ that are contained in some zero-energy utility-divergent end component.

Lemma 5. For all states $s$ in $M$ and all $e \in \mathbb{N}$:

(a) $\text{ExpUtil}_{s,\text{max}}(\text{energy} \leq e) < \infty \iff s \not\models (\text{energy} \leq e) \land \text{ZEUD})$  
(b) $\text{ExpUtil}_{s,\text{min}}(\text{energy} \leq e) < \infty \iff \Pr_{s,\text{min}}(\varphi) = 0$

where $\varphi$ denotes the path property given by $\tilde{\pi} \models \varphi$ iff there exists some $k \in \mathbb{N}$ such that conditions (1), (2) and (3) hold.

Proof. To prove part (a), we first suppose $s \models (\text{energy} \leq e) \land \text{ZEUD})$ and show that there is a scheduler $\mathcal{S}$ with $\text{ExpUtil}_{\mathcal{S}, s}(\text{energy} \leq e) = \infty$. Let $\mathcal{T}$ be any finite-memory scheduler with $\Pr_{\mathcal{T}}(\Box \text{ZEUD}) = 1$ for all states $t \in \text{ZEUD}$ and such that the limit of almost all $\mathcal{T}$-paths that start in some state $t \in \text{ZEUD}$ is a zero-energy utility-divergent end component. We may pick any scheduler $\mathcal{S}$ that generates a finite path $\pi$ with $\text{energy}(\pi) \leq e$ and $\text{last}(\pi) \in \text{ZEUD}$ and that behaves as $\mathcal{S}$ as soon as a state in $\text{ZEUD}$ has been reached. Then, $\text{utility} |_{\text{energy} \leq e}(\tilde{\pi}) = \infty$ for almost all infinite $\mathcal{S}$-paths $\tilde{\pi}$ in the cylinder set of $\pi$. This yields:

$\text{ExpUtil}_{\mathcal{S}, s}(\text{energy} \leq e) = \infty$

To prove the second part of statement (a), we suppose $s \not\models (\text{energy} \leq e) \land \text{ZEUD})$. The task is to show that $\text{ExpUtil}_{\mathcal{S}, s}(\text{energy} \leq e)$ is finite. We regard the MDP $M_c$ that arises from $M$ by mimicking the energy function $\text{erew}$ of $M$ by a counter with values in $\{0, 1, \ldots, e\}$. The enabled actions of state $(t, f) \in S \times \{0, 1, \ldots, e\}$ in $M_c$ are the actions $a \in \text{Act}_M(t)$ where $\text{erew}(t, a) \leq e-f$. Furthermore, $M_c$ collapses all zero-energy zero-utility end components of $M$ into a single state and discards $M$’s actions inside zero-energy zero-utility end components\(^3\). Then, $\Pr_{M_{\mathcal{S}, s}}(\Diamond \text{final}) = 1$ where final

\[^3\text{We drop here the precise definition of } M_c. A similar construction of the MDP } \tilde{M} \text{ that arises from } M \text{ by identifying all states that belong to some zero-utility end component is presented in the proof of Lemma 6.}\]
is an atomic proposition characterizing all states of $M_e$ that do not have any enabled action. Thus, $\text{ExpUtil}_{\mathcal{M}_e,(s,0)}^{\max}(\Diamond\text{final})$ is finite, and we have:

$$\text{ExpUtil}_{\mathcal{M}_e}^{\max}(\text{energy} \leq e) = \text{ExpUtil}_{\mathcal{M}_e,(s,0)}^{\max}(\Diamond\text{final})$$

We now turn to the proof of part (b). Let us first consider the case where $\text{ExpUtil}_{s}^{\min}(\text{energy} \leq e)$ is finite, i.e., $\text{ExpUtil}_{s}^{\max}(\text{energy} \leq e) < \infty$ for some scheduler $\mathcal{S}$. Then:

$$\Pr^\mathcal{S}_s \{ \tilde{\pi} \in IPaths : \text{utility}_{\text{energy} \leq e}(\tilde{\pi}) = \infty \} = 0$$

But then, $\Pr^\mathcal{S}_s (\varphi) = 0$.

Vice versa, suppose $\Pr^\mathcal{S}_s (\varphi) = 0$. We pick some finite-memory scheduler $\mathcal{S}$ with $\Pr^\mathcal{S}_s (\varphi) = 0$. Then, the limit of almost all $\mathcal{S}$-paths from $s$ is either an energy-divergent end component or a zero-energy zero-utility end component.

Let $\mathcal{M}_e$ be the MDP as above. When regarding $\mathcal{S}$ as a scheduler for $\mathcal{M}_e$ (as done in the proof of Lemma 6), $\Pr^\mathcal{S}_{\mathcal{M}_e,(s,0)}(\Diamond\text{final}) = 1$ as $\mathcal{M}_e$ has no zero-energy zero-utility end components (by construction). Moreover:

$$\text{ExpUtil}_{\mathcal{M}_e,s}^{\mathcal{S}}(\text{energy} \leq e) = \text{ExpUtil}_{\mathcal{M}_e,(s,0)}^{\mathcal{S}}(\Diamond\text{final}) < \infty$$

Hence, $\text{ExpUtil}_{\mathcal{M}_e,s}^{\min}(\text{energy} \leq e)$ is finite.

Existential utility-expectation quantiles

The procedure to compute the expectation quantiles $\text{Qu}_s(\exists \text{ExpU}_{>u}(\text{energy} \leq ?))$ and $\text{Qu}_s(\forall \text{ExpU}_{>u}(\text{energy} \leq ?))$ by an iterative search $e = 0, 1, 2, \ldots$ as explained in Section 5 requires a preprocessing that identifies all states where the quantile has value $\infty$. We start with explanations for the case of existential expectation quantiles. Obviously, for each utility bound $u \in \mathbb{Q}$:

$$\text{Qu}_s(\exists \text{ExpU}_{>u}(\text{energy} \leq ?)) = \infty$$

iff $\{ e \in \mathbb{N} : \text{ExpUtil}_{s}^{\max}(\text{energy} \leq e) > u \} = \emptyset$

iff $\sup_{e \in \mathbb{N}} \text{ExpUtil}_{s}^{\max}(\text{energy} \leq e) < u$

iff $\text{ExpUtil}_{s}^{\mathcal{S}}(\text{energy} \leq e) \leq u$ for all $e \in \mathbb{N}$ and all schedulers $\mathcal{S}$

Let $\text{Lim}(UD)$ denote the event consisting of all infinite paths $\tilde{\pi}$ such that the limit of $\tilde{\pi}$ is a utility-divergent end component. Likewise, we write $\text{Lim}(ZU)$ to denote the event given by $\tilde{\pi} \models \text{Lim}(ZU)$ iff the limit of $\tilde{\pi}$ is a zero-utility end component. Hence, $\Pr^\mathcal{S}_s (\text{Lim}(UD) \lor \text{Lim}(ZU)) = 1$.

**Lemma 6.** For each state $s$:

$$s \models \exists \Diamond UD \iff \sup_{e \in \mathbb{N}} \text{ExpUtil}_{s}^{\max}(\text{energy} \leq e) = \infty$$
Proof. To prove “\(\implies\)”, we suppose \(s \models \exists \diamond UD\) and pick some utility bound \(u \in \mathbb{Q}\). The task is to show that there exists an energy bound \(e \in \mathbb{N}\) with \(\text{ExpUtil}^\text{max}_s(\text{energy} \leq e) > u\). The latter amounts proving the existence of some scheduler \(\mathcal{U}\) with \(\text{ExpUtil}^\mathcal{U}_s(\text{energy} \leq e) > u\).

As \(s \models \exists \diamond UD\), we may choose a shortest finite path \(\pi\) starting in \(s\) and ending in some state in \(UD\). Let \(\mathcal{S}\) be a (memoryless) scheduler such that \(\pi\) is a \(\mathcal{S}\)-path. With \(e_1 = \text{energy}(\pi)\) and \(p\) the probability of \(\pi\) we get:

\[
\Pr_{\mathcal{S}}^{\mathcal{S}}(\Diamond(\text{energy} \leq e_1) \land UD) \geq p > 0
\]

Let \(k \in \mathbb{N}\) be a positive natural number with \(p \geq 1/k\). We now consider any finite-memory scheduler \(\mathcal{T}\) that “realizes” the utility-divergent end components, i.e., the limit of almost all infinite \(\mathcal{T}\)-paths starting in some state \(t \in UD\) is a utility-divergent end component. Clearly, along all these infinite \(\mathcal{T}\)-paths, the accumulated utility tends to \(\infty\). Hence, there exists some \(e_2 \in \mathbb{N}\) such that for all states \(t \in UD\):

\[
\Pr_{\mathcal{T}}^{\mathcal{T}}(\Diamond(\text{energy} \leq e_2) \land (\text{utility} > 2k \cdot u)) > \frac{1}{2}
\]

Let \(\mathcal{U} = \mathcal{S} \circ \mathcal{T}\) be the scheduler that behaves like \(\mathcal{S}\) as long as no state in \(UD\) has been visited. As soon as a state in \(UD\) is visited, then \(\mathcal{U}\) mimics \(\mathcal{T}\). We get:

\[
\Pr_{\mathcal{U}}^{\mathcal{U}}\{\tilde{\pi} : \tilde{\pi} \models \varphi\} > \frac{1}{2k}
\]

where \(\varphi\) is the following LTL-like formula:

\[
\varphi = \Diamond((\text{energy} \leq e_1) \land UD) \land \Diamond((\text{energy} \leq e) \land (\text{utility} > 2k \cdot u))
\]

and \(e = e_1 + e_2\). Hence:

\[
\text{ExpUtil}^\mathcal{U}_s(\text{energy} \leq e) > \frac{1}{2k} \cdot 2k \cdot u = u
\]

This yields the claim.

We now turn to the proof of the implication “\(\implies\)”. The task is to show that \(s \not\models \exists \diamond UD\) implies the existence of some \(u \in \mathbb{Q}\) such that

\[
\text{ExpUtil}^{\text{max}}_s(\text{energy} \leq e) \leq u
\]

for all energy bounds \(e \in \mathbb{N}\). The assumption that no utility-divergent end component is reachable from \(s\) yields that all end components that are reachable from \(s\) enjoy the zero-utility property. Since under each scheduler the limit of almost all infinite paths is an end component we get:

\[
\Pr_{\min}^{\text{min}}(\text{Lim}(ZU)) = 1
\]

In what follows, we define a new MDP \(\tilde{\mathcal{M}}\) with a reward function \(\text{rew}\) and a goal state that will be reached almost surely under each scheduler for \(\mathcal{M}\) such that,
for each $e \in \mathbb{N}$, the value $\text{ExpUtil}_{\mathcal{M}}^{\max}(\text{energy} \leq e)$ is bounded by the maximal expected reward until reaching the goal state in $\tilde{\mathcal{M}}$.

The idea for the definition of $\tilde{\mathcal{M}}$ is to collapse the effect of all transitions inside zero-utility end components. Intuitively, this is justified as for the accumulated utility in $\mathcal{M}$, the behavior inside zero-utility end components is irrelevant. The accumulated energy might increase inside zero-utility end components. However, we are interested only in an upper bound for the expected total accumulated utility in the new MDP $\tilde{\mathcal{M}}$.

We first define an equivalence relation $\sim_{ZU}$ on $ZU$. Let $t_1,t_2 \in ZU$. Then, $t_1 \sim_{ZU} t_2$ iff there exists some zero-utility end component that contains $t_1$ and $t_2$. For $t \in ZU$, let $[t]_{ZU}$ denote the $\sim_{ZU}$-equivalence class of $t$ and let

$$\text{Act}_{ZU}(t) = \{ \beta \in \text{Act}(t) : \text{urew}(s, \beta) = 0, \{t' \in S : P(t, \beta, t') > 0\} \subseteq [t]_{ZU} \}$$

denote the set of actions of $t$ inside some zero-utility end component. We write $\sim$ to denote the following equivalence relation on the state space $S$ of $\mathcal{M}$:

$$s_1 \sim s_2 \iff (s_1 = s_2) \lor (s_1, s_2 \in ZU \land s_1 \sim_{ZU} s_2)$$

Let $[s]$ denote the equivalence class of $s$ with respect to $\sim$. Thus, $[s] = \{s\}$ if $s \in S \setminus ZU$, while $[t] = [t]_{ZU}$ for $t \in ZU$. The state space of the new MDP $\tilde{\mathcal{M}}$ is:

$$\tilde{S} = \{ [s] : s \in S \} \cup \{\text{goal}\}$$

For simplicity, let us suppose that the actions in $\mathcal{M}$ have been renamed such that $\text{Act}(s_1) \cap \text{Act}(s_2) = \emptyset$ if $s_1 \neq s_2$. Then, the action set of $\tilde{\mathcal{M}}$ is

$$\tilde{\text{Act}} = \text{Act} \cup \{\tau\}$$

The transition probability function $\tilde{P}$ of $\tilde{\mathcal{M}}$ is defined as follows.

- If $s \in S \setminus ZU$ and $\alpha \in \text{Act}(s)$, then $\tilde{P}([s], \alpha, [s']) = P(s, \alpha, [s'])$ for $s' \in S$.

$$\tilde{P}([s], \alpha, [\text{goal}]) = 0 \text{ and } \text{urew}(s, \alpha) = \text{urew}(s, \alpha)$$

Action $\tau$ is not enabled in the states $[s]$ where $s \in S \setminus ZU$. Thus, the set $\tilde{\text{Act}}([s])$ of actions that are enabled in $[s]$ equals $\text{Act}(s)$.

- Let $Z \subseteq ZU$ be a $\sim_{ZU}$-equivalence class. The set of actions that are enabled in $Z$ is:

$$\tilde{\text{Act}}(Z) = \{ \tau \} \cup \bigcup_{t \in Z} \text{Act}(t) \setminus \text{Act}_{ZU}(t)$$

If $t \in Z$ and $\alpha \in \text{Act}(t) \setminus \text{Act}_{ZU}(t)$ then $\tilde{P}(Z, \alpha, [s']) = P(t, \alpha, [s'])$ for $s' \in S$.

$$\tilde{P}(Z, \alpha, [\text{goal}]) = 0 \text{ and } \text{urew}(Z, \alpha) = \text{urew}(t, \alpha).$$

Furthermore, $\tilde{P}(Z, \tau, [\text{goal}]) = 1$ and $\text{urew}(Z, \tau) = 0$.

- The fresh state $\text{goal}$ is a trap with a single $\tau$-labeled zero-reward self-loop, i.e., $\tilde{P}(\text{goal}, \tau, [\text{goal}]) = 1$ and and $\text{urew}(\text{goal}, \tau) = 0$.

Here and in what follows, for $s \in S$, $\alpha \in \text{Act}$ and $R \subseteq S$, we write $P(s, \alpha, R)$ for $\sum_{s' \in R} P(s, \alpha, s')$. 

---

4 Here and in what follows, for $s \in S$, $\alpha \in \text{Act}$ and $R \subseteq S$, we write $P(s, \alpha, R)$ for $\sum_{s' \in R} P(s, \alpha, s')$. 

As $Pr_{\hat{M},s}^{\min}(\operatorname{Lim}(ZU)) = 1$, the only end component that is accessible from state $s$ in $\hat{M}$ consists of the goal state. In particular:

$$Pr_{\hat{M},[s]}^{\min}(\Diamond \text{goal}) = 1$$

Moreover, for each scheduler $\mathcal{S}$ for $M$ there exists a corresponding (randomized) scheduler $\hat{\mathcal{S}}$ for $\hat{M}$ that mimicks $\mathcal{S}$'s behavior inside zero-utility end components by a probabilistic choice. Speaking roughly, if the current state is neither the goal state nor a $\sim_{ZU}$-equivalence class, then $\hat{\mathcal{S}}$ behaves as $\mathcal{S}$. When entering a $\sim_{ZU}$-equivalence class $Z$, then $\hat{\mathcal{S}}$ selects an action in $\operatorname{Act}(Z)$ probabilistically according to the probabilities for $\mathcal{S}$ to generate a finite path $\pi = t_0 \beta_0 t_1 \beta_1 \ldots \beta_{n-1} t_n \alpha v$ where $t_0, \ldots, t_n$ and their actions $\beta_0, \ldots, \beta_{n-1}$ belong to $Z$ and $\alpha \notin \operatorname{Act}_{ZU}(t_n)$ or to stay forever in $ZU$ (in which case $\hat{\mathcal{S}}$ moves to the goal state by scheduling $\tau$). Then, the expected total accumulated utility for $\hat{\mathcal{S}}$ from state $s$ in $M$ equals the expected total utility for $\hat{\mathcal{S}}$ from state $[s]$ in $\hat{M}$, which again agrees with the expected accumulated utility until reaching goal from $[s]$ under scheduler $\mathcal{S}$. That is:

$$\operatorname{ExpUtil}_{\hat{M},s}^\mathcal{S}(\text{true}) = \operatorname{ExpRew}_{\hat{M},[s]}^{\hat{\mathcal{S}}}(\Diamond \text{goal})$$

Recall that the limit of almost all $\mathcal{S}$-paths is a zero-utility end component in $M$. Thus, the expected total accumulated utility exists in $\hat{M}$. Hence, for all $e \in \mathbb{N}$ we have:

$$\operatorname{ExpUtil}_{\hat{M},s}^{\max}(\text{energy} \leq e) \leq \operatorname{ExpRew}_{\hat{M},[s]}^{\max}(\Diamond \text{goal})$$

and therefore:

$$\sup_{e \in \mathbb{N}} \operatorname{ExpUtil}_{\hat{M},s}^{\max}(\text{energy} \leq e) \leq \operatorname{ExpRew}_{\hat{M},[s]}^{\max}(\Diamond \text{goal})$$

The latter is finite as $\Diamond \text{goal}$ holds almost surely under each scheduler for $\hat{M}$. ■

**Corollary 2 (Infinite existential expectation quantiles).** For each $u \in Q$, the following statements are equivalent:

1. $Qu_s(\exists \operatorname{Exp}_{U,u}(\text{energy} \leq ?)) = \infty$
2. $\sup_{e \in \mathbb{N}} \operatorname{ExpUtil}_{s}^{\max}(\text{energy} \leq e) \leq u$
3. $s \not=} \exists \Diamond UD$ and $\operatorname{ExpRew}_{\hat{M},[s]}^{\max}(\Diamond \text{goal}) \leq u$

where $\hat{M}$ is defined as in the proof of Lemma 6.

**Proof.** The equivalence of (a) and (b) is obvious. The implication “(c) $\implies$ (b)” has been shown in the proof of Lemma 6.

It remains to prove the implication “(b) $\implies$ (c)”. The fact that (b) implies $s \not=} \exists \Diamond UD$ is a consequence of Lemma 4. To see why (b) implies $\operatorname{ExpRew}_{\hat{M},[s]}^{\max}(\Diamond \text{goal}) \leq u$,
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We pick some scheduler $\tilde{S}$ for $\tilde{M}$. It suffices to show that there exists a scheduler $\mathcal{S}$ for $M$ such that the expected total accumulated utility under $\mathcal{S}$ agrees with the expected accumulated reward until reaching the goal state in $\tilde{M}$ under the scheduler $\tilde{S}$. That is:

$$\text{ExpUtil}_{M,s}^\mathcal{S}(\text{true}) = \text{ExpRew}_{M,[s]}^\tilde{S}(\Diamond \text{goal})$$

To prove the existence of such a scheduler $\mathcal{S}$, we pick a finite-memory scheduler $T$ for $M$ realizing the zero-utility end components in the sense that $\Pr_{M,t}^T(ZU,U_t) = 1$ for all states $t,t' \in ZU$ with $t \sim ZU t'$, where $ZU \cup t$ is used as a short form notation for all infinite paths that have a finite prefix $s_0 \alpha_0 s_1 \alpha_1 \ldots \alpha_{k-1} s_k$ with $s_k = t$ and $\text{urew}(s_i, \alpha_i) = 0$ for $0 \leq i < k$.

Let $\mathcal{S}$ be the scheduler that behaves as $\tilde{S}$ for the states $s \in S \setminus ZU$ (where we identify $s$ and the singleton $[s] = \{s\}$) and mimicks $\tilde{S}$'s decisions for the $\sim ZU$-equivalence classes by simulating the actions $\alpha \in \text{Act}(t) \setminus \text{Act}ZU(t)$ for $t \in ZU$ by first following $T$'s decisions until state $t$ has been reached, and then selecting action $\alpha$. If $\mathcal{S}$ moves to the goal state via the action $\tau$ from some $\sim ZU$-equivalence class $Z \in \tilde{S}$, then $\mathcal{S}$ changes mode and behaves as $T$ from then on. We obtain:

$$\text{ExpRew}_{M,[s]}^\mathcal{S}(\Diamond \text{goal}) = \text{ExpUtil}_{M,s}^\mathcal{S}(\text{true}) = \sup_{e \in \mathbb{N}} \text{ExpUtil}_{M,s}^\mathcal{S}(\text{energy} \leq e)$$

As $\sup_{e \in \mathbb{N}} \text{ExpUtil}_{M,s}^\mathcal{S}(\text{energy} \leq e) \leq u$ by assumption (b), this yields the claim. ■

**Universal utility-expectation quantiles**

Let us now consider universal expectation quantiles. Obviously, for each utility bound $u \in Q$:

$$Q_u\ (\forall \text{ExpU}_{\geq u}(\text{energy} \leq ?)) = \infty$$

iff \( \{ e \in \mathbb{N} : \text{ExpUtil}^{\text{min}}_u(\text{energy} \leq e) > u \} = \emptyset \)

iff $\sup_{e \in \mathbb{N}} \text{ExpUtil}^{\text{min}}_u(\text{energy} \leq e) \leq u$

iff for each $e \in \mathbb{N}$ there is some scheduler $\mathcal{S}_e$ such that $\text{ExpUtil}^{\mathcal{S}_e}_u(\text{energy} \leq e) \leq u$

We first observe that for reasoning about $\text{ExpUtil}^{\text{min}}_u(\text{energy} \leq e)$ it suffices to consider schedulers that stay forever in $ZU$ as soon as they have reached some state in $ZU$; see Lemma 7 below.

With abuse of notations, we interpret $ZU$ as a set of states or as a set of states and actions. Thus, if $\pi = s_0 \alpha_0 s_1 \alpha_1 s_2 \alpha_2 \ldots$ is an infinite path then:
\[ \hat{\pi} \models \diamond ZU \quad \text{iff} \quad s_k \in ZU \text{ for some } k \in \mathbb{N} \]

\[ \hat{\pi} \models \square ZU \quad \text{iff} \quad s_k \in ZU \text{ and } \text{urew}(s_k, \alpha_k) = 0 \text{ for all } k \in \mathbb{N}. \]

Moreover, \( \hat{\pi} \models \square(ZU \rightarrow \square ZU) \) if and only if either \( ZU \cap \{ s_j : j \in \mathbb{N} \} = \emptyset \) or there is some \( k \in \mathbb{N} \) with \( ZU \cap \{ s_0, \ldots, s_{k-1} \} = \emptyset \) and \( \text{suff}(\hat{\pi}, k) = \square ZU \), where \( \text{suff}(\hat{\pi}, k) = s_k \alpha_k s_{k+1} \alpha_{k+1} s_{k+2} \alpha_{k+2} \ldots \) denotes the suffix of \( \hat{\pi} \) starting at position \( k \).

**Lemma 7.** Let \( \mathcal{G} \) be a scheduler for \( \mathcal{M} \). Then, there exists a scheduler \( \mathcal{G}' \) for \( \mathcal{M} \) such that for each state \( s \) and each energy bound \( e \in \mathbb{N} \):

\[
\text{ExpUtil}_{\mathcal{G}'}^S(\text{energy} \leq e) \leq \text{ExpUtil}_{\mathcal{G}}^S(\text{energy} \leq e)
\]

and

\[
\Pr_{\mathcal{G}'}^S(\square(ZU \rightarrow \square ZU)) = 1
\]

**Proof.** Again, let \( \mathcal{T} \) be a finite-memory scheduler realizing the zero-utility end components, i.e., \( \Pr_{\mathcal{T}}^T(\square ZU) = 1 \) for each state \( t \in ZU \). Given an arbitrary scheduler \( \mathcal{G} \), we define \( \mathcal{G}' \) to be a scheduler \( \mathcal{G}' \) that behaves as \( \mathcal{G} \) until some \( ZU \)-state has been reached, in which case \( \mathcal{G}' \) switches mode and behaves as \( \mathcal{T} \) from then one. \[\square\]

**Lemma 8.** If \( \mathcal{G} \) is a scheduler for \( \mathcal{M} \) such that \( \Pr_{\mathcal{G}}^S(Lim(UD)) > 0 \), then

\[
\sup_{e \in \mathbb{N}} \text{ExpUtil}_{\mathcal{G}}^S(\text{energy} \leq e) = \infty
\]

**Proof.** We first observe that

\[
\text{ExpUtil}_{\mathcal{G}}^S(\text{true}) = \sup_{e \in \mathbb{N}} \text{ExpUtil}_{\mathcal{G}}^S(\text{energy} \leq e)
\]

is the expected total utility under scheduler \( \mathcal{G} \) from state \( s \). The claim then follows from the fact that the accumulated utility value of the prefixes along paths whose limit is a utility-divergent end component converges to \( \infty \). The assumption \( \Pr_{\mathcal{G}}^S(Lim(UD)) > 0 \) yields that these paths have positive measure. \[\square\]

**Corollary 3.** If \( \Pr_{\mathcal{G}}^{\text{min}}(Lim(UD)) > 0 \) then \( \sup_{e \in \mathbb{N}} \text{ExpUtil}_{\mathcal{G}}^{\text{min}}(\text{energy} \leq e) = \infty. \)

The remainder of this section addresses the case \( \Pr_{\mathcal{G}}^{\text{min}}(Lim(UD)) = 0 \), in which case \( \Pr_{\mathcal{G}}^{\text{max}}(Lim(ZU)) = 1 \). We will rely on the following assumptions that can be ensured by some adequate preprocessing. Lemma \( \square \) allows to suppose that \( \mathcal{M} \) satisfies the following property (A1):

(A1) Whenever \( t \in ZU \) and \( P(t, \alpha, t') > 0 \) then \( t' \in ZU \) and \( \text{urew}(t, \alpha) = 0 \).

Furthermore, we suppose that \( t \models \exists \diamond ZU \) for all states \( t \) in \( \mathcal{M} \). Hence, there is a scheduler \( \mathcal{G} \) such that from all states \( t \), the limit of almost all \( \mathcal{G} \)-paths is a zero-utility end component. In particular:
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(A2) \( \Pr^\text{max}_{\mathcal{M},t}(\Diamond ZU) = 1 \) for all states \( t \)

Let \( \mathcal{V} \) be a deterministic memoryless scheduler for \( \mathcal{M} \) such that \( \Pr^\mathcal{V}_{\mathcal{M},t}(\Diamond ZU) = 1 \) for all states \( t \) and

(A3) \( \text{ExpUtil}^\mathcal{V}_{\mathcal{M},t}(\Diamond ZU) = \text{ExpUtil}^\text{min}_{\mathcal{M},t}(\Diamond ZU) \) for all states \( t \)

The existence of such a (deterministic and memoryless) scheduler \( \mathcal{V} \) has been shown by de Alfaro [10]. Note that \( \text{ExpUtil}^\mathcal{V}_{\mathcal{M},t}(\Diamond ZU) \) is the expected total utility from \( t \) under scheduler \( \mathcal{V} \).

Lemma 9. Suppose assumptions (A1) and (A2) hold. Then, for all \( u \in \mathbb{Q} \) and all states \( s \) of \( \mathcal{M} \):

\[
\sup_{e \in \mathbb{N}} \text{ExpUtil}^\text{min}_{\mathcal{M},s}(\text{energy} \leq e) = \text{ExpUtil}^\text{min}_{\mathcal{M},s}(\Diamond ZU)
\]

Proof. To prove “\( \geq \)” we consider a deterministic memoryless scheduler \( \mathcal{V} \) minimizing the expected total utility (see (A3)). Then:

\[
\text{ExpUtil}^\text{min}_{\mathcal{M},s}(\Diamond ZU) = \text{ExpUtil}^\mathcal{V}_{\mathcal{M},s}(\Diamond ZU) = \text{ExpUtil}^\mathcal{V}_{\mathcal{M},s}(\text{true}) = \sup_{e \in \mathbb{N}} \text{ExpUtil}^\mathcal{V}_{\mathcal{M},s}(\text{energy} \leq e) \geq \sup_{e \in \mathbb{N}} \text{ExpUtil}^\text{min}_{\mathcal{M},s}(\text{energy} \leq e)
\]

The remaining task is to prove “\( \leq \)”. Let

\[
u^\text{min} = \sup_{e \in \mathbb{N}} \text{ExpUtil}^\text{min}_{\mathcal{M},s}(\text{energy} \leq e)
\]

For each \( e \in \mathbb{N} \) there is a (deterministic) scheduler \( \mathcal{S}_e \) such that

\[
\text{ExpUtil}^{\mathcal{S}_e}_{s}(\text{energy} \leq e) \leq \nu^\text{min}
\]

The sequence \((\mathcal{S}_e)_{e \in \mathbb{N}}\) can be used to generate a scheduler \( \mathcal{S} \) such that for each \( k \in \mathbb{N} \) there are infinitely many \( e \in \mathbb{N} \) with \( \mathcal{S}(\pi) = \mathcal{S}_e(\pi) \) for all finite paths \( \pi \) of length at most \( k \). For this scheduler \( \mathcal{S} \) and each \( e \in \mathbb{N} \), we have:

\[
\text{ExpUtil}^{\mathcal{S}}_{s}(\text{energy} \leq e) = \sup_{k \in \mathbb{N}} \text{ExpUtil}^{\mathcal{S}}_{s}(\text{energy} \leq e \land (\text{steps} \leq k)) \leq \nu^\text{min}
\]

where \( \text{steps} \) serves as a step counter. Thus:

\[
\sup_{e \in \mathbb{N}} \text{ExpUtil}^{\mathcal{S}}_{s}(\text{energy} \leq e) \leq \nu^\text{min}
\]
In particular, $\Pr_s^S(Lim(UD)) = 0$ by Lemma 8. Therefore, $\Pr_s^S(Lim(ZU)) = 1$ and:

$$ExpUtil_s^S(\diamond ZU) = ExpUtil_s^S(true) = \sup_{e \in \mathbb{N}} ExpUtil_s^S(energy \leq e)$$

Putting things together, we obtain:

$$ExpUtil_s^{\min}(\diamond ZU) \leq ExpUtil_s^S(\diamond ZU) \leq u^{\min}$$

This yields the claim.

**Corollary 4 (Infinite universal expectation quantiles).** Under assumptions (A1) and (A2), for each $u \in \mathbb{Q}$, the following statements are equivalent:

(a) $Qu_s(\forall ExpU_{>u}(energy \leq ?)) = \infty$

(b) $\sup_{e \in \mathbb{N}} ExpUtil_s^{\min}(energy \leq e) \leq u$

(c) $Pr_s^{\max}(\diamond ZU) = 1$ and $ExpUtil_s^{\min}(\diamond ZU) \leq u$

Statements (c) in Corollary 2 and Corollary 4 provide criteria to check whether an expectation quantiles is infinite in polynomial time. Hence, we get:

**Corollary 5.** The following two problems are in P:

(a) decide whether $Qu_s(\exists ExpU_{>u}(energy \leq ?)) = \infty$

(b) decide whether $Qu_s(\forall ExpU_{>u}(energy \leq ?)) = \infty$

**B.3 Treatment of self-loops**

We now provide a formal justification for the removal of self-loops with zero reward as mentioned in Sec. [12]. In this context we are given subsets $A$ and $B$ of the state space $S$ of the MDP $\mathcal{M}$ and we deal with path properties of the form $A U^{\leq r} B$. Let $\mathcal{M}' = (S, Act, P')$ be the MDP where the transition probability function $P'$ is defined as follows. For all state-action pairs $(t, \alpha)$ with $rew(t, \alpha) = 0$ and $0 < P(t, \alpha, t) < 1$, let $P'(t, \alpha, t) = 0$ and

$$P'(t, \alpha, t') = \frac{P(t, \alpha, t')}{1 - P(t, \alpha, t)} \text{ for } t' \neq t$$

with $P'(\cdot) = P(\cdot)$ in all other cases. The reward function on $\mathcal{M}$ can also be used for $\mathcal{M}'$. The transformation $\mathcal{M} \rightarrow \mathcal{M}'$ is indeed quantile-preserving as the following lemma shows:

**Lemma 10 (Soundness of the transformation).** For all states $s$ we have:
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(a) \( Qu^M_s (\exists P \geq p(A U^\leq?) B) = Qu^{M'}_s (\exists P \geq p(A U^\leq?) B) \)

(b) \( Qu^M_s (\forall P \geq p(A U^\leq?) B) = Qu^{M'}_s (\forall P \geq p(A U^\leq?) B) \)

Proof. We only prove statement (a). Suppose that \( \mathcal{S} \) is a scheduler for the original MDP \( M \) that is optimal for the existential quantile \( Qu^M_s (\exists P \geq p(A U^\leq?) B) \) and enjoys condition (*) in Lemma [1]. As all paths in \( M' \) are paths in \( M \) and the enabled actions in \( M \) and \( M' \) agree, \( Act_M(s) = Act_{M'}(s) \) for all \( s \in S \), the scheduler \( \mathcal{S} \) can also be viewed as a scheduler for \( M' \). We consider the case where \( M \) and \( M' \) differ for a single state-action pair \((t, \alpha)\), the general case with multiple state-action pairs then follows from repeated application of the same arguments.

Let \((t, \alpha)\) be the state-action pair where \( M \) and \( M' \) differ, i.e., with \( 0 < P(t, \alpha, t) < 1 \) and \( rew(t, \alpha) = 0 \). If \( \mathcal{S} \) never schedules action \( \alpha \) for paths ending in \( t \) then the probabilities for \( A U^\leq r \) under \( \mathcal{S} \) viewed as scheduler in \( M \) and in \( M' \) are the same for all states \( s \). Suppose now that \( \mathcal{S}(\pi) = \alpha \) for some finite \( \mathcal{S} \)-path \( \pi \) with \( last(\pi) = t \). Then, all finite paths of the form \( \pi \alpha t \alpha t \ldots \alpha t \) have the same accumulated reward as \( \pi \). By (*), they are \( \mathcal{S} \)-paths too. Almost all infinite \( \mathcal{S} \)-paths in \( M \) that start with \( \pi \) will eventually take a step \( t \xrightarrow{\alpha} t' \) with \( t \neq t' \), after having taken the self-loop at \( t \) finitely often. In \( M \), the probability of the set consisting of all infinite paths of the form

\[ \pi \alpha t \alpha t \ldots \alpha t \]

under \( \mathcal{S} \) is \( \text{prob}(\pi) \cdot P(t, \alpha, t') \), which is the probability of the finite path \( \pi \alpha t \) in \( M' \). Since no other paths are affected by the switch from \( M \) to \( M' \), this yields that for each state \( s \), the value \( \text{Pr}^\mathcal{S}(A U^\leq r B) \) does not depend on whether we consider \( \mathcal{S} \) as a scheduler for \( M \) or \( M' \). This yields that the existential quantile in \( M \) is less or equal than in \( M' \):

\[ Qu^M_s (\exists P \geq p(A U^\leq?) B) \leq Qu^{M'}_s (\exists P \geq p(A U^\leq?) B) \]

Vice versa, let us suppose that \( \mathcal{S}' \) is a scheduler for \( M' \). We then consider the scheduler \( \mathcal{S} \) for \( M \) where \( \mathcal{S}(\pi) = \mathcal{S}'(\pi') \) when \( \pi \) arises from \( \pi' \) by erasing all steps \( t \xrightarrow{\alpha} t \). Since \( rew(t, \alpha) = 0 \), the probability \( \text{Pr}^\mathcal{S}(A U^\leq r B) \) in \( M \) agrees with \( \text{Pr}^{\mathcal{S}'}(A U^\leq r B) \) in \( M' \) for all states \( s \). Hence:

\[ Qu^M_s (\exists P \geq p(A U^\leq?) B) \geq Qu^{M'}_s (\exists P \geq p(A U^\leq?) B) \]

The argument for universal quantiles (statement (b)) is analogous, except that we consider adversarial schedulers.

The switch from \( M \) to \( M' \) indeed can simplify the computation of quantiles by our algorithm. This is in particular of interest in combination with the SCC-based decomposition techniques of the LPs LP'. If \( \text{Pr}^\max(A U^\leq r B) \) for all \( \alpha \)-successors \( t' \) with \( t' \neq t \) has already been computed the inequality for state \( t \) and \( \alpha \) in the LP reduces to \( x_1 \leq c \) for some constant \( c \). There is even no need to consider state \( t \) in \( \mathbb{LP}' \), when the quantiles for all successors different from \( s \) are already known.
C Details on our implementation and case studies

In this section, we provide some more details on the case studies carried out to evaluate the performance of our implementation in practice. We start with further details on the self-stabilizing protocol already briefly presented in Sec. 6. Furthermore, we detail two additional case studies from the PRISM benchmark suite [17] and provide details for the energy-aware job-scheduling protocol presented in the main part. Besides addressing the general case of computing quantiles, our implementation also supports the specialized algorithms for qualitative quantiles, i.e., with probability bounds 0 or 1, proposed in [22]. These algorithms only rely on an analysis of the underlying graph-structure of the model.

C.1 Self-stabilization

As detailed in the main part of this paper, we considered the randomized self-stabilizing protocol by Israeli and Jalfon [IJ90]. The PRISM MDP model can be obtained at the URL http://www.prismmodelchecker.org/casestudies/self-stabilisation.php#ij. Our main purpose is to show the applicability of our implementation using the BP approach as stated in Sec. 4.2 and compare it to the iterative LP approach of [22] recalled in Sec. 4.1.

The self-stabilizing protocol works as follows: At the beginning, the $N$ processes all are active, i.e., have one token assigned to each of them. Then, the protocol is reassigning tokens step-wise to the processes, where at each step, one active process is selected through a scheduler to randomly pass its token either to its right or left neighbor. If a process has two tokens, the tokens are merged into one. The ring is in a stable state if exactly one process owns the last remaining token. Given $N$ and a probability threshold $p$, we now considered the following quantiles: “The minimal number of steps required for reaching a stable state with probability of at least $p$ for some schedulers (existential quantile) or all schedulers (universal quantile).” Formally, these quantiles can be stated as

$$Qu_s(\exists P \geq p(\diamond \leq s^{\leq}\text{Stable})) \quad \text{and} \quad Qu_s(\forall P \geq p(\diamond \leq s^{\leq}\text{Stable})),$$

where $s$ is the initial state in which all processes own a token and where $\text{Stable}$ is the set of all configurations of the ring with exactly one process owning a token. Using the BP approach, we computed the existential and universal quantiles for $N \in \{3, 6, 10, 15, 20\}$ with probability bounds $p \in \{0.1, 0.2, \ldots, 0.9, 0.95, 0.99\}$. The results of the computations are presented in Fig. 2. Note that the plot almost agrees with the plot for the minimal probability of reaching a stable configuration presented in PRISM’s model description, where, however, the parameterization is over the number of steps, which is in contrast to our parameterization over the probability bound $p$.

Comparison to the LP approach. After computing the quantiles, we focused on the comparison to the naïve implementation of the LP approach. In [22], a

\[\text{see } \text{http://www.prismmodelchecker.org/casestudies/self-stabilisation.php#ij}\]
theoretical upper bound $r_{\text{max}}$ for the reward was established that is exponential in the size of the model. For the given bound it is guaranteed that solving $\text{LP}_{r_{\text{max}}}$ yields the desired quantile. However, in our case studies we observed that this theoretical upper bound $r_{\text{max}}$ is hardly reached and usually much greater than the quantile values $r$. For the evaluation of the naïve LP approach we considered $\text{LP}_r$ rather than $\text{LP}_{r_{\text{max}}}$ for the precomputed actual quantile value $r$, as we know that solving $\text{LP}_r$ is sufficient for computing the desired quantile. We also ignored the computational effort for solving $\text{LP}_{r-1}$, $\text{LP}_{r-2}$, ... that would normally occur in the iterative scheme. For solving the linear program $\text{LP}_r$ we used the LP solver LPSOLVE, version 5.5.2. Although LPSOLVE provides methods for reducing the size of the LP before applying the solver, we turned off these presolving methods, since they turned out to have only marginal impact on the timings. Table 3 shows our results for the BP implementation and compares the time for computing the quantiles with the LP approach. It can easily be seen that the BP approach performs significantly better than the LP approach. Already within $N = 15$ processes, the LP approach exceeded the timeout bound of 12 hours, whereas the BP approach is still applicable with computation times of a few seconds.

C.2 Leader election

Besides reasoning over quantiles with step-bounded until properties, our implementation also allows for quantiles with reward-bounded until properties, required, e.g., for computing energy-utility quantiles. In this section, we investigate quantiles with reward-bounded until properties in two case studies concerning randomized leader-election protocols. Such protocols aim to elect a leader, i.e., a uniquely designated process of $N$ equal processes organized in a ring structure by sending messages to the other processes. We considered a synchronous and
<table>
<thead>
<tr>
<th>$N$</th>
<th>$p$</th>
<th>model states</th>
<th>build</th>
<th>existential quantile</th>
<th>universal quantile</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>result</td>
<td>LP</td>
</tr>
<tr>
<td>6</td>
<td>0.1</td>
<td>63</td>
<td>0.05s</td>
<td>6</td>
<td>0.06s</td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td>*</td>
<td>*</td>
<td>12</td>
<td>0.16s</td>
</tr>
<tr>
<td>0.99</td>
<td></td>
<td>40</td>
<td></td>
<td>40</td>
<td>1.44s</td>
</tr>
<tr>
<td>8</td>
<td>0.1</td>
<td>255</td>
<td>0.09s</td>
<td>11</td>
<td>1.44s</td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td>*</td>
<td>*</td>
<td>24</td>
<td>9.58s</td>
</tr>
<tr>
<td>0.99</td>
<td></td>
<td>74</td>
<td></td>
<td>107.38s</td>
<td>0.03s</td>
</tr>
<tr>
<td>10</td>
<td>0.1</td>
<td>1,023</td>
<td>0.24s</td>
<td>18</td>
<td>118.38s</td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td>*</td>
<td>*</td>
<td>38</td>
<td>1,066.64s</td>
</tr>
<tr>
<td>0.99</td>
<td></td>
<td>117</td>
<td></td>
<td>11,552.55s</td>
<td>0.14s</td>
</tr>
<tr>
<td>15</td>
<td>0.1</td>
<td>32,767</td>
<td>1.56s</td>
<td>42</td>
<td>timeout</td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td>*</td>
<td>*</td>
<td>89</td>
<td>timeout</td>
</tr>
<tr>
<td>0.99</td>
<td></td>
<td>270</td>
<td></td>
<td>timeout</td>
<td>11.42s</td>
</tr>
<tr>
<td>20</td>
<td>0.1</td>
<td>1,048,575</td>
<td>53.19s</td>
<td>76</td>
<td>timeout</td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td>*</td>
<td>*</td>
<td>162</td>
<td>timeout</td>
</tr>
<tr>
<td>0.99</td>
<td></td>
<td>484</td>
<td></td>
<td>timeout</td>
<td>1,028.11s</td>
</tr>
</tbody>
</table>

an asynchronous variant of such a protocol, both developed by Itai and Rodeh [IR90] and also described in the context of probabilistic model checking within the benchmark suite of Prism [17].

**Synchronous leader election.** The synchronous variant fixes a number $K$ of probabilistic choices, where in each round every process selects an ID from $\{1,\ldots,K\}$ and passes it synchronously over the ring. If there is a unique maximal ID, the processor which chose this ID is the elected leader – otherwise, a new round starts, where the processes again chose randomly an ID from $\{1,\ldots,K\}$.


**Asynchronous leader election.** In the asynchronous setting the processes are located in a ring. Initially all processes are active. Inactive processes still pass along messages to their neighbors. The protocol operates in rounds consisting of three phases. In the first phase each active process probabilistically selects its preference, i.e., whether to remain active or to become inactive. Then, a process communicates its preference to the next process along the ring. A process is then allowed to become inactive only if the active process preceding it in the ring prefers to remain active. In a third phase, the processes send a counter around the ring to determine if only one active process remains, which then becomes the leader. Otherwise the protocol proceeds with a further round.

We use the MDP model of the asynchronous leader-election protocol obtained from Prism’s benchmark suite, see [http://www.prismmodelchecker.org/casestudies/asynchronous_leader.php](http://www.prismmodelchecker.org/casestudies/asynchronous_leader.php).

**Quantile experiments.** One of the most significant quantitative measures for both, the synchronous and the asynchronous variant, is the minimal number of rounds $r$ required to elect a leader with a certain probability $p$ for some/all
schedulers. Note that in a Markov chain, the probabilities to elect a leader agree for all schedulers, i.e., the minimal number of rounds \( r \) is the same for all schedulers in the synchronous protocol variant. As noticed in the PRISM case study, this is also the case for the asynchronous variant, although that model is an MDP. Hence, we only considered the following existential quantile, whose value, however, agrees with the value of the universal quantile:

\[
\text{Qu}_s \left( \exists P \geq p \left( \diamondsuit \leq r \text{ LeaderElected} \right) \right),
\]

interpreted over step-bounded reachability and round-bounded reachability. The figures below show the results of our experiments for \( N \in \{3, 4, \ldots, 11\} \) processes and probability bounds \( p \in \{0.1, 0.2, \ldots, 0.9, 0.95, 0.99\} \) for the synchronous variant (Fig. 3) assuming \( K = 3 \) and for the asynchronous variant (Fig. 4). Our results were all obtained employing the BP approach. As all cycles have a positive reward in terms of rounds, no additional LP had to be solved. We also considered round-bounded reachability using the LP approach. Table 4 documents our results in terms of rounds required to elect a leader and the times needed to compute the quantile. We fixed a timeout bound of 12 hours and restricted memory consumption to 32GB. As detailed already in the last section, it is not surprising that the LP approach leads to timeouts. In the synchronous case, this was the case for \( N \geq 10 \) processes. For \( N = 9 \) processes, the cases where \( p = 0.5 \) and \( p = 0.1 \) could be computed, whereas for \( p = 0.99 \) the computation exceeded the time bound. As the asynchronous model is much larger than the synchronous one, timeouts already arise for \( N = 6 \) processes. In the asynchronous case with
The required rounds to elect a leader for different values of $N$ are shown in the figure. The probability threshold $p$ is also varied, with values of 0.1, 0.5, and 0.99.

### Table 4. Results for synchronous and asynchronous leader election

<table>
<thead>
<tr>
<th>$N$</th>
<th>$p$</th>
<th>states</th>
<th>build rounds</th>
<th>LP</th>
<th>BP</th>
<th>states</th>
<th>build rounds</th>
<th>LP</th>
<th>BP</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.1</td>
<td>61</td>
<td>0.04s</td>
<td>1</td>
<td>0.02s</td>
<td>364</td>
<td>0.09s</td>
<td>2</td>
<td>0.11s</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.99</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.1</td>
<td>256</td>
<td>0.08s</td>
<td>1</td>
<td>0.05s</td>
<td>3,172</td>
<td>0.33s</td>
<td>3</td>
<td>7.24s</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.99</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.1</td>
<td>990</td>
<td>0.16s</td>
<td>1</td>
<td>0.30s</td>
<td>27,299</td>
<td>1.01s</td>
<td>3</td>
<td>728.77s</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.99</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.1</td>
<td>3,669</td>
<td>0.31s</td>
<td>1</td>
<td>3.14s</td>
<td>237,656</td>
<td>5.92s</td>
<td>4</td>
<td>timeout</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.99</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.1</td>
<td>13,153</td>
<td>0.70s</td>
<td>1</td>
<td>37.84s</td>
<td>2,095,783</td>
<td>68.28s</td>
<td>4</td>
<td>timeout</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.99</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.1</td>
<td>45,966</td>
<td>1.40s</td>
<td>1</td>
<td>578.26s</td>
<td>memout</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.99</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$N \geq 8$, the memory limit was reached during the construction of the explicit model representation.

**Note on the implementation of step-bounded until.** For quantiles using a step-bounded until, we reuse our implementation for reward-bounded untils by assigning a reward of 1 to each state of the model. As a positive reward is assigned to all states, our BP approach can then be applied without having to solve linear programs for zero-reward cycles.

![Figure 4. Results for the asynchronous leader election](image-url)
C.3 Energy-aware job scheduling

The energy-aware job-scheduling protocol sketched in the main part of this paper describes rules for processes to access a shared resource. We provide the operational behavior of the model by means of control-flow graphs representing MDPs: one for the processes (see Fig. 5) and one for the resource (see Fig. 6). We assume a setting of $N$ processes. Similar to the input language of Prism, such graphs define MDP modules which we denote by $P_i$ for each process $i = 1, \ldots, N$ and $R$ for the resource. Using standard parallel composition \cite{Seg95}, these MDP modules yield the MDP semantics $M = P_1 \parallel \cdots \parallel P_N \parallel R$ of the whole protocol, which is subject of our algorithms applied in this case study.

**Operational behavior of the model.** Each control-flow graph $P_i$ of the $i$th process is described by four different locations $\text{start}_i, \text{ncrit}_i, \text{wait}_i$ and $\text{crit}_i$ (see Fig. 5). Starting in the initial location $\text{start}_i$, the process moves to the noncritical location $\text{ncrit}_i$, indicating that process $i$ has not requested access to the resource yet. At this transition, the timer $t_i$ is randomly set according to a distribution $\tau$, representing the time where the process stays in $\text{ncrit}_i$. Afterwards, it requests access to the shared resource by entering its waiting location $\text{wait}_i$ and randomly choosing a deadline counter $d_i$ and a computation timer $c_i$ according to distributions $\delta$ and $\gamma$, respectively. Intuitively, the timer $c_i$ represents the time required to finish the desired task while process $i$ uses the shared resource, and the deadline counter $d_i$ formalizes the time until the task needs to be finished. Clearly, $c_i$ is required to be smaller than $d_i$ but greater than 0. Waiting for the access to the shared resource, $d_i$ is decreased if it is greater than zero (this is expressed by the operation $d_i := d_i - 1$ in Fig. 5 where $\sim$ stands for the positive difference, i.e., $m \sim n = \max(0, m - n)$ for natural numbers $m, n \in \mathbb{N}$). Since the access to the shared resource is exclusive, the decision which process can access the resource is performed by a scheduler, which we will detail later on. The scheduler decides to grant access to process $i$ by setting $\text{user} = i$, allowing the process to move to its critical location $\text{crit}_i$. The process then performs the task which requires access to the shared resource. In order to meet the deadline, the scheduler may decide to activate a turbo mode ($\text{turbo} = \top$), doubling the computation speed of the task. This is modeled by subtracting 2 instead of the standard 1 from the computation timer $c_i$ at every time step in the critical section. After the computation of the task has finished, the process leaves the critical location, enters its noncritical location and the procedure starts over again. All $N$ processes are synchronously composed, i.e., at each step of the protocol, all processes perform exactly one transition in their control-flow graph.

The resource module $R$ settles the rules to access the shared resource. The control-flow graph of $R$ is depicted in Fig. 6 where $k$ and $i$ range over all processes, i.e., one transition in the graph involving $k$ or $i$ stands for multiple transitions replacing $k$ and $i$ by $1, \ldots, N$. Synchronously composed with the processes’ behavior $P_1 \parallel \cdots \parallel P_N$, the resource behavior depends on the processes (guards $c_i = 0$ indicating that process $i$ leaves the critical section and $\text{wait}_k$ standing for process $k$’s request to enter the critical section) and the processes
depend on the resource (the guards \( user = i \) if the process \( i \) has the right to be in the critical section and \( turbo \) standing for the case whether the turbo mode is activated (formally, \( \top \)) or deactivated (\( \bot \)). Whereas the processes’ behavior is deterministic, the model of the resource involves nondeterminism, e.g., if multiple processes are in its waiting location or for switching on the turbo mode.

At the beginning, the resource is not in use, meaning that \( user \) is undefined and the turbo mode is deactivated (both are set to \( \bot \)). Whenever there is a process \( k \) waiting (i.e., \( k \) is in location \( \text{wait}_k \)) and no process has access to the resource (\( user = \bot \)), the resource can be assigned to the waiting process by setting \( user := k \). In this turn, it is also decided whether to activate the turbo mode or not. As long as the computation counter \( c_i \) of the process \( i \) in the critical section is set, i.e., the task of process \( i \) is still computed, the resource does not change its parameters. Only if the computation is finished (\( c_i = 0 \) and \( user = i \)), then either the resource is directly handed to another waiting process \( k \), also activating or deactivating the turbo mode, or the user of the resource is set undefined if no process is in its waiting location.

**Energy, utility and model parameters.** For our case study, we fixed certain parameters while parameterizing over the number of processes \( N \). We provide the probability distributions for each process in the form \( (p:n, 1−p:m) \), where \( p \in [0,1] \) is the probability of value \( n \) and \( 1−p \) the probability that value \( m \) occurs. In our setting, we fixed a deadline distribution \( \delta = (\frac{1}{3}:7, \frac{2}{3}:9) \), a computation distribution \( \gamma = (\frac{1}{3}:2, \frac{2}{3}:3) \) and a timer distribution \( \tau = (\frac{1}{3}:5, \frac{2}{3}:4) \).
The energy consumption and the achieved degree of utility are represented using reward structures over the MDP $M$, which arises from synchronous parallel composition of the models for processes and the resource model. Utility is given as the number of successfully finished tasks, i.e., a transition reward of 1 is granted if some process $i$ takes a transition from $\text{crit}_i$ to $\text{ncrit}_i$ and the deadline counter $d_i$ is greater than 0. Energy is modeled by state rewards, where the global energy consumption in a state of $M$ is the sum of the energy consumption of all processes in the respective local states. Depending on the local state of a process, the consumed energy differs as detailed in Table 5. In order to model a heterogeneous architecture, we decided to double the energy consumption of every third process. The scheduler has to take this into account, e.g., by deciding whether to allow jobs for the process that has more energy consumption to run immediately or to postpone them as long as possible. For the turbo mode, the energy consumption is tripled while the computation speed is doubled. Overall, the energy consumption accumulated in the critical section with active turbo mode is thus 50% higher than in the case without turbo mode, as the critical section is left faster than usual as well.

Reasoning about the energy-utility trade-off. We analyzed the trade-off between energy and utility by means of the following two values:

- The minimal amount of energy $e_{\text{min}}$ required to exceed a given utility bound $u$ with at least a probability of $p$.

### Table 5. Rewards modeling the energy consumption of a process

<table>
<thead>
<tr>
<th>location</th>
<th>energy consumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>process $i$</td>
<td>$i \mod 3 \neq 0$</td>
</tr>
<tr>
<td>$\text{turbo} = \bot$</td>
<td>2</td>
</tr>
<tr>
<td>$\text{turbo} = \top$</td>
<td>2</td>
</tr>
</tbody>
</table>

**Fig. 6.** Control flow for the resource (energy-aware job scheduling)
The maximal utility $u_{\text{max}}$ obtained by one process such that it consumes less than $\epsilon$ energy within a probability greater than $p$. Formally, these values can be expressed as the following existential energy-utility upper-bound quantiles:

$$
e_{\min} = \text{Qu}_s(\exists P \geq p (\mathcal{Q}(\text{energy} \leq \hat{e} \land \text{utility} > u)))$$

$$u_{\max} = \text{Qu}_s(\exists P > p (\mathcal{Q}(\text{energy} < \epsilon)))$$

In these formulas, utility and energy are the accumulated utility and energy rewards of all processes, whereas utility$_1$ and energy$_1$ stand for the accumulated utility and energy of process 1 only. Hence, $e_{\min}$ describes a “global” quantile, whereas $u_{\max}$ stands for a “local” one. Considering the local accumulated rewards only w.r.t. process 1 and not w.r.t. another process is w.l.o.g., since process 1 always consumes minimal energy compared to the processes $i$ with $i \mod 3 = 0$ (see Table 5). Note that $u_{\max}$ differs from the lower-bound quantile motivated in the main part of the paper, but provides a reasonable measurement for the energy-utility trade-off (in fact, concerning our model the values differ only in corner cases).

**Empirical results.** We modeled our energy-aware job-scheduling protocol in PRISM, encoding the program graphs detailed in Fig. 5 and Fig. 6 in the guarded-command input language of PRISM. Since both energy and utility are provided as reward structures in $\mathcal{M}$, we employed the automata-based approach detailed in Sec. 4.4 e.g., to encode the utility threshold $u$ into the states. This yields a model $\mathcal{M}_u$ on which the quantile $e_{\min}$ can be computed using our implementation for upper-bound quantiles. The same approach is used for computing the quantile $u_{\max}$ in a model $\mathcal{M}_e$, which arises from encoding the energy threshold $\epsilon$ into the states of $\mathcal{M}$.

The figures below document the results of the upper-bound quantiles detailed above and computed for the energy-aware job scheduling protocol, parameterizing over the number $N$ of processes. In Fig. $e_{\min}$ for $\mathcal{M}_u$ with $N = 2, ..., 5$ processes is shown with a fixed utility threshold of $u = N$. The gap between the curves for $N = 2$ and $N = 3$ is greater than the one between the curves for $N = 3$ and $N = 4$, which can be explained through the higher energy consumption of the third process (see Table 5).

Fig. $u_{\max}$ for $N = 2, ..., 7$ processes and an energy threshold of $\epsilon = 50 \cdot N$. It can easily be seen that the plots in both figures have the same shape as the figures contained in the introduction of the main paper: Fig. clearly shows increasing quantiles for the energy budget and Fig. $u_{\max}$ represents decreasing quantiles for the gained utility.

In Table 6 we show the statistical data of our case study. As in the main part of this paper, all calculations were carried out on a computer equipped with two Intel E5-2680 8-core CPUs at 2.70 GHz with 384GB of RAM. We furthermore fixed a timeout within 12 hours and a memory bound of 32GB for each computation.
The results for quantitative quantiles (i.e., for probability bound $0 < p < 1$) were obtained using our implementation of the BP algorithms presented in this paper, whereas for qualitative ones (i.e., $p = 0$ or $p = 1$) we used our implementation of the graph-based algorithms presented in [22]. We could not get further than $N = 5$ processes for computing $e_{\text{min}}$ and not more than $N = 7$ processes for computing $u_{\text{max}}$, due to exceeding the memory bound. Notably, $M_e$ and $M_u$ scale similar depending on $N$, although the modeling of energy is more fine-grained than the modeling of utility. However, we only considered local energy rewards encoded into $M_e$. We also checked for a global variant of $u_{\text{max}}$, requiring

![Diagram](image-url)

**Fig. 7.** Results for the energy consumption until $N$ utility is generated

![Diagram](image-url)

**Fig. 8.** Results for the gained utility until $50 \cdot N$ energy units are consumed
Table 6. Results for energy-aware job scheduling (quantiles $e_{\text{min}}$ and $u_{\text{max}}$)

<table>
<thead>
<tr>
<th>N</th>
<th>$p$</th>
<th>model $M_a$</th>
<th>quantile $e_{\text{min}}$</th>
<th>N</th>
<th>$p$</th>
<th>model $M_c$</th>
<th>quantile $u_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
<td>917</td>
<td>38</td>
<td>4</td>
<td>0</td>
<td>872,410</td>
<td>14.47s</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>42</td>
<td>0.12s</td>
<td>0.1</td>
<td>7</td>
<td>173.71s</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>45</td>
<td>0.02s</td>
<td>0.5</td>
<td>7</td>
<td>173.22s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.99</td>
<td>74</td>
<td>0.04s</td>
<td>0.99</td>
<td>7</td>
<td>155.66s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>74</td>
<td>0.03s</td>
<td>1</td>
<td>6</td>
<td>212.45s</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>16,341</td>
<td>120</td>
<td>5</td>
<td>0</td>
<td>3,049,471</td>
<td>65.69s</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>133</td>
<td>1.09s</td>
<td>0.1</td>
<td>9</td>
<td>812.19s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>152</td>
<td>1.08s</td>
<td>0.5</td>
<td>9</td>
<td>812.93s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.99</td>
<td>176</td>
<td>1.14s</td>
<td>0.99</td>
<td>9</td>
<td>736.93s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>$\infty$</td>
<td>0.16s</td>
<td>1</td>
<td>8</td>
<td>1,048.28s</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>368,521</td>
<td>148</td>
<td>6</td>
<td>0</td>
<td>7,901,694</td>
<td>196.68s</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>179</td>
<td>37.43s</td>
<td>0.1</td>
<td>11</td>
<td>2,769.04s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>198</td>
<td>37.02s</td>
<td>0.5</td>
<td>11</td>
<td>2,782.04s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.99</td>
<td>225</td>
<td>42.69s</td>
<td>0.99</td>
<td>11</td>
<td>2,525.76s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>$\infty$</td>
<td>4.57s</td>
<td>1</td>
<td>10</td>
<td>4,109.23s</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>6,079,533</td>
<td>199</td>
<td>7</td>
<td>0</td>
<td>17,037,097</td>
<td>637.19s</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>242</td>
<td>1,058.48s</td>
<td>0.1</td>
<td>13</td>
<td>6,936.23s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>266</td>
<td>1,135.65s</td>
<td>0.5</td>
<td>13</td>
<td>6,900.29s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.99</td>
<td>301</td>
<td>1,261.89s</td>
<td>0.99</td>
<td>13</td>
<td>6,247.79s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>$\infty$</td>
<td>101.09s</td>
<td>1</td>
<td>12</td>
<td>12,456.47s</td>
<td></td>
</tr>
</tbody>
</table>

global energy rewards to be encoded into $M$, which yield a model exceeding our memory constraints already within $N = 4$. Hence, we decided to go for the local variant as presented above and dropped the global version.

Further references for the appendix