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The classical Chomsky-Schützenberger result [CS63, Proposition 2] states that every
context-free language can be expressed as the homomorphic image of the intersection
of a regular language and a Dyck language. A similar result has recently been used to
derive an efficient parsing algorithm for context-free grammars [Hul11].

Multiple context-free languages are a proper superclass of context-free languages.
They are researched in the natural language processing community [Kal10; Kuh13] be-
cause their parsing complexity is polynomial and they are capable of expressing cross-
serial dependencies.

We obtain a characterisation similar to the classical Chomsky-Schützenberger result,
i.e. that a multiple context-free language can be expressed as the homomorphic image
of the intersection of a regular language and the inverse homomorphic image of (what
we call) a multiple Dyck language.

Similar to Hulden [Hul11, Section 4.1] the result is extended to weighted languages
by assigning the weights of the original multiple context-free grammar rules to specific
rules in the constructed regular grammar.
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