Abstract
Many important performance and reliability measures can be formalized as the accumulated values of weight functions. In this paper, we introduce an extension of linear time logic including past (LTL) with new operators that impose constraints on the accumulated weight along path fragments. The fragments are characterized by regular conditions formalized by deterministic finite automata (monitor DFA). This new logic covers properties expressible by several recently proposed formalisms. We study the model-checking problem for weighted transition systems, Markov chains and Markov decision processes with rational weights. While the general problem is undecidable, we provide algorithms and sharp complexity bounds for several sublogics that arise by restricting the monitoring DFA.
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1. Introduction
In many application scenarios weight accumulation occurs rather naturally. One example is the total win or loss of a share at the stock market over one day. However, not only fixed periods of time are of interest. Formalizing more general time spans is often necessary, for example in between certain events, e.g., when considering the average CPU load within a specific computation phase. Many performance and reliability measures can be formalized using automata models with weight functions for the states or transitions. Resource requirements (e.g., bandwidth, energy consumption) and other quantitative system properties (e.g., the number of service-level violations) are then formally modeled as accumulated weights of path fragments.

Various models, logics and specification formalisms for weighted structures and accumulated weights have been proposed in the literature. For the analysis of Markovian models, the traditional approaches mainly concentrate on branching time logics with cost- or reward-bounded temporal modalities and state formulas for reasoning about total expected costs or long-run averages, see e.g., [2,4,16,19]. This work has mainly focused on non-negative weight functions, called reward functions. In the case of models with two or more weight functions, the properties that can be specified in such branching-time logics are mostly Boolean combinations of formulas, each of them referring to a single reward function. Although nested state formulas can impose constraints for different weight functions, these logics are not adequate to express, e.g., a reachability constraint with bounds for the accumulated value of two reward functions. Approaches for multi-objective reasoning in Markovian models with nondeterminism (MDPs) [11,18,19] focus on the task to synthesize schedulers satisfying multiple constraints on the probabilities of ω-regular events or expected (total) accumulated rewards.

There is a recent trend to study logics and algorithms for reasoning about properties on the accumulated values of multiple weight function that might have both positive and negative values. Such weight functions appear naturally when modeling, e.g., the amount of available energy in a battery or the market trend of stocks that might vary (increase or decrease) over time. Conditions on the relation between the accumulated values of different weight functions can be useful, e.g., for the analysis of load balancing algorithms for multi-core systems that might trigger a migration in case the load of one core is two times larger than the average load of the cores. Another example is constraints on the cost/utility ratio. Ratio objectives for weighted MDPs have been studied for example in [29] where the goal is to synthesize a scheduler for a given weighted MDP that maximizes or minimizes the average ratio payoff of two integer weight functions. Quantitative objectives for efficient synthesis have also been proposed in [6,12]. An extension of linear time and branching time logic with prefix-accumulation assertions, which sum the weights from the start of the computation, is proposed in [7]. Similarly, variants with assertions on the long-run (mean-payoff) accumulation are considered in [7,14,27]. Decidability results for special property types ψ ∧ ϕ where ψ is a condition on the accumulated value of a single weight function and ϕ an ω-regular path property have been established for various types of
We introduce a temporal logical framework based on linear temporal logic (LTL) with the standard future and past temporal modalities and two new operators ⪰^ω and ⪯^ω. The latter impose constraints on the accumulated weight of path fragments satisfying a given regular condition formalized by a deterministic finite automaton (DFA). We prove that the PMC problem for WMDPs is solvable using a reduction to the standard PMC problem for unweighted MDPs.

2. Preliminaries

Throughout the paper, we assume the reader is familiar with temporal logics, automata over finite and infinite words, and Markovian models. We provide a brief summary of the relevant concepts for Markov decision processes. Further details can be found, e.g., in [3][4][16][25].

Markov decision processes (MDPs). An MDP is a tuple \( M = (S, Act, P, AP, L) \), where \( S \) is a finite set of states, \( Act \) a finite set of actions, \( P : S \times Act \times S \to [0,1] \), AP a finite set of atomic propositions and \( L : S \to 2^{AP} \) a labeling function. We require that the values \( P(s, act, s') \) are rational and \( \sum_{s'} P(s, act, s') \in \{0,1\} \) for all states \( s \in S \) and actions \( act \in Act \). The triples \((s, act, s') \) with \( P(s, act, s') > 0 \) are called steps. Action \( act \) is said to be enabled in state \( s \) if \( P(s, act, s') > 0 \) for some state \( s' \). \( Act(s) \) denotes the set of actions that are enabled in \( s \). To avoid terminal behaviors, we require that \( \forall s \in S. Act(s) \neq \emptyset \) for all states \( s \).

A pointed MDP is an MDP with a distinguished initial state \( s_{init} \).

Intuitively, the computation starts in \( s_0 = s_{init} \). If after \( i \) steps the current state is \( s_i \), then \( M \) selects nondeterministically one of the enabled actions \( act_i \in Act(s_i) \), followed by an internal probabilistic choice to move to one of the states \( s_{i+1} \) where \( P(s_i, act_i, s_{i+1}) > 0 \) for all \( i \). The trace of \( \zeta \) is obtained by ignoring the actions and taking the projection to the state labels. If \( 0 \leq h \leq k \) then \([h \ldots k]\) denotes the path fragment starting in the \((h+1)\)-st state and ending in the \((k+1)\)-st state. Thus, if \( \zeta \) is as above then:

\[
\text{trace}(\zeta) = \left( s_0 \text{ act}_0 s_1 \text{ act}_1 \ldots \in (S \times Act)^* \cup (S \times Act)\right)^w
\]

with \( w \) such that \( P(s_i, act_i, s_{i+1}) > 0 \) for all \( i \). The length of \( \zeta \) is obtained by ignoring the actions and taking the projection to the state labels. If \( 0 \leq h \leq k \) then \([h \ldots k]\) denotes the path fragment starting in the \((h+1)\)-st state and ending in the \((k+1)\)-st state. Thus, if \( \zeta \) is as above then:

\[
\text{trace}(\zeta) = L(s_0)L(s_1)L(s_2)\ldots \in (2^{AP})^+ \cup (2^{AP})^-
\]

In particular, \([h \ldots k]\) is the \((k+1)\)-st state in \( \zeta \). We write first(\( \zeta \)) to denote the first state of \( \zeta \). If \( \pi \) is a finite path, then last(\( \pi \)) denotes its last state and \( |\pi| \), the length of \( \pi \), stands for the number of steps that are taken in \( \pi \). IPaths and FPaths stand for the set of all infinite resp. finite paths.

Schedulers and induced probability space. Reasoning about probabilities for path properties in MDPs requires the selection of an initial state and the resolution of the nondeterministic choices between the possible transitions. The latter is formalized via schedulers, also called policies or adversaries, which take as input a finite path and select an action to be executed. A (deterministic) scheduler is a function \( \Theta : FPaths \to Act \) such that \( \Theta(\pi) \in Act(\text{last}(\pi)) \) for all finite paths \( \pi \). Given an initial state \( s \), the behavior of \( M \) under \( \Theta \) is purely probabilistic. Standard concepts of measure and probability theory can be applied to define a sigma-algebra and a probability measure \( \text{Pr}_M^\Theta \) for measurable sets of the infinite paths, also called (path) events or path properties. For further details, we refer to standard text books such as [25].

Weighted MDPs (WMDPs). A weight function for \( M \) is a function \( wgt : S \times Act \to \mathbb{Q} \). We extend \( wgt \) to a function that assigns to each finite path its accumulated weight:

\[
wgt(s_0 \text{ act}_0 s_1 \text{ act}_2 \ldots \text{ act}_{n-1} s_n) = \sum_{j=0}^{n-1} wgt(s_j, act_j)
\]

The logic introduced in Section 3 will be interpreted over weighted MDPs (WMDPs), i.e., tuples \((S, Act, P, AP, L, wgt)\) consisting of an MDP and a d-tuple \( wgt = (wgt_1, \ldots, wgt_d) \) of weight functions. Non-negative weight functions \( wgt : S \times Act \to \mathbb{Q}_{\geq 0} \) are called weighted game structures, e.g., for energy and mean-payoff games in [1][9][10].

Four different classes of automata are considered here. Window DFA simply impose a restriction on the length of words. They can be used to formalize, e.g., constraints on the load of a processor in the past few clock cycles or the chart-development of a stock within one day. The fixed window properties studied in [13] for non-probabilistic game structures are expressible in our logic with window DFA. More flexibility is provided by the class of acyclic DFA. They can serve as monitors for the weights accumulated along path fragments whose traces belong to a finite set of words, e.g., formalizing finitely many request-response patterns between processes. Obviously, the full class of DFA is even more expressive and can express conditions on the total weight accumulated along any regular pattern. As a special case we also consider DFA formalizing reachability conditions. These can be used to reason about the cost accumulated until a certain event occurs. The resulting logic is indeed very expressive and covers the core features of several other logics that have been studied in the literature [17][27]. For a detailed discussion on related formalisms we refer to Section 3.3.

Contribution. Besides the presentation of the syntax and semantics of linear temporal logic with weight assertions, our main contribution is to study the impact of different types of weight assertions and classes of DFA on the decidability of the PMC problem and to provide sharp complexity bounds for decidable fragments.

The border between decidability and undecidability will be addressed in Section 3. For the full class of DFA, we immediately get undecidability of the model-checking problem by the undecidability results presented in [17] for temporal logic with assertions on the weights accumulated along prefixes of infinite paths. We strengthen this result by proving that the model-checking problem is even undecidable for propositional logic with weight assertions obtained by DFA imposing reachability conditions. This is surprising given that [17] proves decidability for Boolean combinations of the CTL-formulae in [20] and prefix-accumulation assertions. Furthermore, we discuss the impact of weight functions versus non-negative reward functions, multiple versus single weight functions and the type of weight constraints. Omitted proofs and further technical details can be found in the appendix.
reward functions. \(\text{wgt} \) is called positive if \(\text{wgt}(s, act) > 0\) for all \(s \in S\) and \(act \in \text{Act}(s)\).

**Weighted Markov chains (WMC).** Markov chains (MC) can be seen as special instances of MDPs where the action set is a singleton. Thus, the behavior of MCs is purely probabilistic. The action set will be dropped when talking about Markov chains. We write MCs as tuples \((S, P, AP, L)\) and \(P(s, s')\) for the transition probabilities. Paths in Markov chains are just state sequences and weight functions are functions of the type \(\text{wgt} : S \to \mathbb{Q}\). Intuitively, \(\text{wgt}(s)\) stands for the costs resp. the reward earned when leaving \(s\). Thus, the weight of finite paths is given by \(\text{wgt}(s_0 s_1 \ldots s_n) = \text{wgt}(s_0) + \text{wgt}(s_1) + \ldots + \text{wgt}(s_{n-1})\). The concept of schedulers is irrelevant for MCs and we write \(P_{\text{MC}}\) for the probability measure induced by \(M\) when \(s\) is viewed as the initial state.

**Weighted transition systems (WTS).** A WMDP where the values of the transition probabilities are 0 or 1 can be seen as a weighted transition system, briefly called WTS. We write \(s \xrightarrow{act} s'\) if \(P(s, act, s') = 1\). With abuse of notations, the abbreviations WMDP, WMC and WTS are often used for pointed structures.

**Deterministic finite automata (DFA).** The logic introduced in the next section will use DFA serving as monitors for the accumulated weights in a WMDP. In this context, each DFA is given by a tuple \((A, \delta, q_{\text{init}}, \pi)\) where \(A\) is a finite set of states, \(\delta : A \times 2^AP \to Q\) a partial transition function, \(q_{\text{init}} \in Q\) the initial state and \(F \subseteq Q\) a set of final states. We write \(L(A)\) for the accepted language.

If \(\phi\) is a propositional formula over \(AP\) then \(A[\phi] \ldots [\phi]\) denotes the minimal DFA where \(L(A[\phi] \ldots [\phi])\) consists of all finite words \(A_1 A_2 \ldots A_n\) over \(2^AP\) with \(A_n \models \phi\). Similarly, \(A[\phi_1 \ldots [\phi]\) denote minimal DFA accepting precisely the words \(A_1 A_2 \ldots A_n\) with \(A_1 \models \phi_1\) and the words \(A_1 A_2 \ldots A_n\) with \(A_1 \models \phi_1\) and \(A_n \models \phi_2\).

For \(\ell \in \mathbb{N}, \ell \geq 1\), let \(A_{\ell|\ell}\) and \(A_{\ell|\ell}\) denote minimal DFA for the languages consisting of all words over the alphabet \(2^AP\) of length at most \(\ell+1\) resp. of length precisely \(\ell+1\).

### 3. LTL with monitored weight assertions

Linear temporal logic with monitored weight assertions extends standard LTL by two new modalities \(\Box\) and \(\Diamond\) that impose linear constraints on the accumulated weights along finite paths that meet a regular condition given by a DFA.

#### 3.1 Syntax

A signature \(\text{Sig}\) for the linear temporal logic with monitored weight constraints consists of finitely many weight symbols \(\text{wgt}_1, \ldots, \text{wgt}_n\), a finite set \(AP\) of atomic propositions and a class \(\text{AUT}\) consisting of DFA over the alphabet \(2^AP\). We consider here the following classes \(\text{AUT}\):

- **Window:** the class of DFA \(A_{\ell|\ell}\) and \(A_{\ell|\ell}\) for \(\ell \geq 1\)
- **Acyc:** the class of acyclic DFA
- **Reach:** the class of DFA of the form \(A[\ldots [\phi]\)
- **All:** the full class of DFA

For all classes, we require additionally that all DFA \(A \in \text{AUT}\) are minimal and that the accepted language \(L(A)\) is nonempty and does not contain the empty word \(\epsilon\). The assumption that \(A\) is minimal and \(L(A)\) is nonempty implies that all states \(q \in Q\) can reach \(F\). The requirement that \(A\) does not accept the empty word \(\epsilon\) is equivalent to the requirement that \(q_{\text{init}} \notin F\). For each DFA \(A \in \text{Acyc}\) its language \(L(A)\) is finite and the length of the longest run is the length of a longest word in \(L(A)\). The accepted language of each DFA \(A[\ldots [\phi]\) \in \text{Reach} can be seen as a reachability condition \(\Box\phi\).

A **basic weight constraint** over \(\text{Sig}\) is a constraint of the form \(\text{expr} \bowtie c\). Here, \(\bowtie\) is one of the four comparison operators \(\langle, >, \leq, \geq\) and \(c \in \mathbb{Q}\) and \(\text{expr}\) is a weight expression of the form

\[
\text{expr} = \sum_{i=1}^{d} a_i \cdot \text{wgt}_i
\]

with coefficients \(a_i \in \mathbb{Q}\).

A **weight constraint** is a Boolean combination of basic weight constraints. The class \(\text{WC}\) of weight constraints is closed under negation, and so is the class of basic weight constraints as, e.g., \((\neg (\text{expr} \leq c))\) is equivalent to \(\text{expr} > c\).

A weight expression is called **simple** if it has the form \(\text{wgt}_i\), for some \(i \in \{1, \ldots, d\}\). Simple basic weight constraints have the form \(\text{wgt}_i \bowtie c\). A weight constraint \(\text{const}\) is said to be simple if all its weight expressions are simple. Obviously, for \(d=1\) all weight constraints are equivalent to simple ones.

The logic \(\text{LTL}[\Box, \Diamond : \text{AUT}]\) extends LTL by two new modalities \(\Box\) and \(\Diamond\) to formalize constraints on the accumulated weight of path fragments. For the LTL fragment we use standard temporal modalities \(U\) (until) and \(S\) (since). The previous and next operators are omitted from the basis syntax since they are derivable (see Remark[2]). The abstract syntax of \(\text{LTL}[\Box, \Diamond : \text{AUT}]\)-formulas is defined as follows:

\[
\varphi ::= \top \mid a \mid \neg \varphi \mid \varphi_1 \land \varphi_2 \mid \varphi_1 \lor \varphi_2 \mid \varphi_1 U \varphi_2 \mid \Diamond A (\varphi_1; \text{const}; \varphi_2) \mid \Box A (\varphi_1; \text{const}; \varphi_2)
\]

where \(a \in AP, A \in \text{AUT}, \text{const} \in \text{WC}\) and \(\varphi_1\) and \(\varphi_2\) are again \(\text{LTL}[\Box, \Diamond : \text{AUT}]\)-formulas. We refer to \(\Diamond A (\varphi_1; \text{const}; \varphi_2)\) as (generalized) weight assertion. We simply write \(\Diamond A\) for \(\Diamond A (\varphi_1; \text{const}; \varphi_2)\) and \(U\) and \(S\) to refer to formulas of this type as pure weight assertions. Formulas of the form \(\Diamond A (\text{expr} \bowtie c)\) are called basic weight assertions. Generalized, pure and basic weight assertions using the \(\Box\) modality are defined accordingly.

While \(\Diamond A\) is a past operator, \(\Box\) imposes a constraint on the future behavior. Intuitively, \(\Box A (\varphi_1; \text{const}; \varphi_2)\) asserts that for the current position \(k\) of a path \(\pi\), there is a path fragment \(\pi = [i \ldots k]\) ending in the current position accepted by \(A\) such that \(\pi\) satisfies \(\varphi_1\) and the precondition \(\varphi_2\) holds in the \(h\)-th position of \(\zeta\) as well as the postcondition \(\varphi_2\) in its \(k\)-th position. Similarly, \(\Box A (\varphi_1; \text{const}; \varphi_2)\) imposes a constraint on the weights that will be accumulated along some path fragment that is accepted by \(A\), satisfying the precondition \(\varphi_1\) and the postcondition \(\varphi_2\) in the position of their first and last state respectively. Thus, \(A\) can be viewed as a monitor that observes the traces of \(M\). For example, \(A\) can be used to formulate requirements on the accumulated weights between sending a request and receiving a response.

**Length of formulas.** The length of an \(\text{LTL}[\Box, \Diamond : \text{AUT}]\)-formula \(\varphi\) is defined as the number of occurrences of logical operators \(\neg, \land, \lor\) and \(U\) plus the length of all generalized weight assertions that appear in \(\varphi\). The length of \(\Box A (\varphi_1; \text{const}; \varphi_2)\) or \(\Diamond A (\varphi_1; \text{const}; \varphi_2)\) is the number of states in \(A\) plus the sum of the lengths of the precondition \(\varphi_1\), the postcondition \(\varphi_2\) and the constraint \(\text{const}\). The latter is defined as the sum of the lengths of the binary encodings of the coefficients \(a_1, \ldots, a_d\) and the constant \(c\) in the basic weight constraints \((a_1 \cdot \text{wgt}_1 + \ldots + a_d \cdot \text{wgt}_d) \bowtie c\) of \(\text{const}\).

**Derived operators.** As usual we can derive all operators from propositional logic (disjunction \(\lor\), implication \(\rightarrow\), etc.). The temporal modalities \(\Box\) (eventually), \(\Diamond\) (always) and \(R\) (release) can be derived as in standard LTL by \(\Diamond \varphi \equiv \top U \varphi, \Box \varphi \equiv \neg \Diamond \neg \varphi\) and \(\varphi_1 R \varphi_2 \equiv \neg (\neg \varphi_2 U \neg \varphi_1)\).
We can also ask whether all path fragments accepted by a monitor automaton fulfill some weight constraint instead of just one. The formula

\[ \Box^\mathsf{constr} \equiv \neg \Phi^\mathsf{constr} \]

states that each suffix of the current system history accepted by \( \mathcal{A} \) fulfills constr. Similarly,

\[ \Box^\mathsf{constr} \equiv \neg \Phi^\mathsf{constr} \]

asserts that each future behavior accepted by \( \mathcal{A} \) satisfies constr.

**Sublogics.** We write \( \mathsf{PL}[\Phi : \mathsf{AUT}] \) for propositional logic where the atoms are future pure weight assertions, i.e., formulas of \( \mathsf{PL}[\Phi : \mathsf{AUT}] \) are Boolean combinations of formulas of the type \( \Phi^\mathsf{constr} \). Note that the analogous logic \( \mathsf{PL}[\Phi : \mathsf{AUT}] \) is pointless as it is as expressive as propositional logic. \( \mathsf{LTL}_{\mathsf{simple}}[\Phi, \mathcal{A}] \) denotes \( \mathsf{LTL}[\Phi, \mathcal{A}] \) restricted to simple weight constraints.

### 3.2 Semantics

Formulas of the logic \( \mathsf{LTL}[\Phi, \mathcal{A}] \) can be interpreted over structures consisting of directed graphs with a 3-dimensional weight function and node-labels in \( \mathsf{AP} \). Here, we deal with an MDP-semantics of \( \mathsf{LTL}[\Phi : \mathsf{AUT}] \) and interpret formulas over the infinite paths of a WMDP \( \mathcal{M} = (S, \mathcal{A}, P, \mathcal{A}, L, \mathsf{wgt}) \) with \( \mathsf{wgt} = (\mathsf{wgt}_1, \ldots, \mathsf{wgt}_d) \) as in Section 2. Weight expressions are evaluated over the finite paths in \( \mathcal{M} \) in the expected way. Given a basic weight constraint expr \( \gg c \) and a finite path \( \pi \) in \( \mathcal{M} \) we define:

\[ \pi \models \text{expr} \gg c \text{ iff } \text{expr} \gg c \]

where \([\text{expr}, \pi]\) denotes the value of the weight expression expr when interpreting the weight symbols \( \mathsf{wgt}_i \) with the accumulated weight of \( \pi \) under weight function \( \mathsf{wgt}_i \):

\[ [\text{expr}, \pi] \overset{\text{def}}{=} \sum_{i=1}^d a_i \cdot \mathsf{wgt}_i(\pi) \text{ for expr} = \sum_{i=1}^d a_i \cdot \mathsf{wgt}_i \]

The satisfaction relation \( \models \) for finite paths and weight constraints (i.e., Boolean combination of basic weight constraints) is defined in the obvious way. The interpretation of \( \mathsf{LTL}[\Phi, \mathcal{A}] \)-formulas in the WMDP \( \mathcal{M} \) is defined over pairs \( (\zeta, k) \) where \( \zeta = s_0 \mathcal{A} t_0 s_1 \mathcal{A} t_1 s_2 \mathcal{A} t_2 \ldots \) is an infinite path in \( \mathcal{M} \) and \( k \in \mathbb{N} \) as shown in Figure 1. Thus, \( (\zeta, k) \models \Phi^\mathsf{constr} \iff \text{there exists } h \leq k \text{ with } \text{trace}(\zeta[h \ldots k]) \in \mathcal{L}(\mathcal{A}) \text{ and } \zeta[h \ldots k] \models \mathsf{constr} \).

Similarly, \( (\zeta, k) \models \Box^\mathsf{constr} \iff \text{there exists } h \leq k \text{ such that } \text{trace}(\zeta[h \ldots k]) \in \mathcal{L}(\mathcal{A}) \text{ or } \zeta[h \ldots k] \models \mathsf{constr} \). The semantics of future pure weight assertions is analogous. To reason about the probabilities for properties specified in \( \mathsf{LTL}[\Phi, \mathcal{A}] \) we lift the semantics to infinite paths:

\[ (\zeta, k) \models \varphi \iff (\zeta, 0) \models \varphi \]

**Remark 1 (Distributivity)** Weight constraints can be arbitrary Boolean combinations of basic weight constraints. For disjunctive weight constraints we can rely on the distributivity law for existential quantification and disjunction and obtain:

\[ \Phi_1^\mathsf{constr} \lor \Phi_2^\mathsf{constr} \iff \Phi_1^\mathsf{constr} \lor \Phi_2^\mathsf{constr} \]

where \( \iff \) denotes the equivalence of formulas. By duality, we get the equivalence of the formulas \( \Box^\mathsf{constr} \land \Phi_1^\mathsf{constr} \land \Box^\mathsf{constr} \).

**Remark 2 (Pre-/postconditions, past vs. future)** The postcondition in past weight assertions and the precondition in future weight assertions impose a constraint on the current position. Hence:

\[ \Phi^\mathsf{constr} (\varphi_1; \varphi_2) \iff \Phi^\mathsf{constr} (\varphi_1; \varphi_2) \land \Phi^\mathsf{constr} (\varphi_2; \varphi_1) \]

In combination with an eventually operator, the semantics of \( \Phi \) and \( \Phi \) coincide. That is,

\[ \Diamond^\mathsf{constr} (\varphi_1; \varphi_2) \equiv \Diamond^\mathsf{constr} (\varphi_1; \varphi_2) \]

**Remark 3 (Window weight assertions, next and previous)** Step-bounded properties can be expressed using the automata class Window. The DFA \( \mathcal{A}_{\text{next}} \) and \( \mathcal{A}_{\text{previous}} \) can be seen as monitors that observe paths up to length \( \ell \) or of length precisely \( \ell \). In what follows, \( \Diamond^\mathsf{next} \) and \( \Diamond^\mathsf{previous} \) are used as brief notations for \( \Diamond^\mathsf{constr} \) and \( \Diamond^\mathsf{constr} \) respectively, and called (past) window weight operators. Future window weight operators are defined accordingly. The standard next and previous operators are definable using generalized window weight assertions:

\[ \Diamond \varphi \overset{\text{def}}{=} \Phi^\mathsf{constr} (\text{tt}; \text{true}; \varphi) \]

The previous operator \( \Box \varphi \) is obtained by \( \Phi^\mathsf{constr} (\text{tt}; \text{true}; \varphi) \).

**Remark 4 (Existential vs. universal window weight assertions)** Existential and universal pure future window weight assertions agree.
for precise window length, i.e., \( \Phi^w \) constr \( \equiv \wedge i \) constr, as we have for all position-pair \((\zeta, k)\):
\[
(\zeta, k) \models \Phi^w \text{ constr} \iff (\zeta, k) \models \wedge i \text{ constr} \\
(\zeta, k) \models [k \ldots k + \ell] \models \text{ constr}
\]
In contrast, the formulas \( \bigcirc \Phi^w \) constr and \( \bigcirc \wedge i \) constr are not equivalent since for \( k < \ell \) and each infinite path \( \zeta \) we have \((\zeta, k) \not\models \bigcirc \wedge i \) constr, while \((\zeta, k) \models \bigcirc \Phi^w \) constr.

However, if \( k \geq \ell \) then for each infinite path \( \zeta \):
\[
(\zeta, k) \models \bigcirc \Phi^w \text{ constr} \iff (\zeta, k) \models [k \ldots k + \ell] \models \text{ constr} \\
(\zeta, k) \models [k - \ell \ldots k] \models \text{ constr}
\]
In combination with prefix-independent temporal modalities the effect of \( \bigcirc \) and \( \bigcirc \Phi^w \) collapses, e.g.:
\[
\begin{align*}
\Box \Diamond \Phi^w \text{ constr} & \equiv \Box \Diamond \wedge i \text{ constr} \\
\Diamond \Diamond \Phi^w \text{ constr} & \equiv \Diamond \Diamond \wedge i \text{ constr}
\end{align*}
\]

**Remark 5 (Step- and weight-bounded until and release)** Interpreted over a structure with a single weight function \( wgt \), the formula \( a U_{\leq \ell} b \) is a variant of a \( U \) b with step bound \( \ell \) and weight constraint \( wgt \geq c \). Formally, if \( \ell \geq 1 \) then \((\zeta, k) \models a U_{\leq \ell} b \)
iff there exists \( k \leq l < k + \ell \) with \( wgt([\zeta[k \ldots k]] \geq c \) such that \( b \in L(\zeta[i]) \) and \( a \in L(\zeta[i]) \) for \( k \leq i < h \). Let \( \mathcal{A}[a U_{\leq \ell} b] \) be a DFA for the language consisting of the words \( A_1 A_2 \ldots A_n \) over \( 2^{AP} \) such that \( n \leq \ell + 1, a \in A_1, 0 \leq i < n \) and \( b \in A_n \).

Then:
\[
a U_{\leq \ell} b \equiv \Phi^{[a U_{\leq \ell} b]}(wgt \geq c)
\]
and by duality we get:
\[
a R_{\leq \ell} b \equiv \Phi^{[a R_{\leq \ell} b]}(wgt \geq c).
\]

**Interpretation over WMDP, WMC, WTS.** Our main interest is in reasoning about the probabilities of LTL[\( \Phi, \bigcirc : \text{AUT} \)]-specifications \( \varphi \) in weighted Markovian models. If \((M, s)\) is a WMC then:
\[
Pr_{M,s}(\varphi) \overset{df}{=} Pr_{M,s}(\zeta \in IPaths : \zeta \models \varphi)
\]
Similarly, if \((M, s)\) is a WMDP and \( \mathcal{E} \) a scheduler for \( M \) then
\[
Pr_{M,s}(\varphi) \overset{df}{=} \text{the probability for } \varphi \text{ under scheduler } \mathcal{E} \text{ and for starting state } s.
\]
As usual, we define:
\[
Pr_{M,s}^{\text{min}}(\varphi) \overset{df}{=} \inf_{\mathcal{E}} Pr_{M,s}(\varphi), \quad Pr_{M,s}^{\text{max}}(\varphi) \overset{df}{=} \sup_{\mathcal{E}} Pr_{M,s}(\varphi)
\]
where \( \mathcal{E} \) ranges over all schedulers for \( M \). When interpreting LTL[\( \Phi, \bigcirc : \text{AUT} \)]-formulas over WTS, we use CTL-like notations such as \( s \models \exists \varphi \) to indicate the existence of an infinite path \( \zeta \) starting in state \( s \) with \( \exists \varphi \).

**Notation 6 (Model-checking problem)** To discuss the complexity and decidability, we will use decision variants of the model-checking problem for LTL[\( \Phi, \bigcirc : \text{AUT} \)] interpreted over WMDP, WMC or WTS. For WMDP the notion model-checking problem will be used to refer to the first of the four problems asking whether (a), (b), (c) or (d) holds, where
\[
\begin{align*}
\text{(a)} & \quad Pr_{M,s}^{\text{max}}(\varphi) > 0 \quad \text{(c)} & \quad Pr_{M,s}^{\text{min}}(\varphi) > 0 \\
\text{(b)} & \quad Pr_{M,s}^{\text{max}}(\varphi) = 1 \quad \text{(d)} & \quad Pr_{M,s}^{\text{min}}(\varphi) = 1
\end{align*}
\]
(a) and (d) are trivially interreducible since
\[
Pr_{M,s}^{\text{min}}(\varphi) = 1 - Pr_{M,s}^{\text{max}}(\neg \varphi).
\]

The analogous statement holds for problems (b) and (c). We refer to (a) as the *positive* model-checking problem and to (b) as the *almost-sure* model-checking problem. For WMC all four problems collapse from a computational point of view since the concept of schedulers is irrelevant. For WTS, the task of the *existential* model-checking problem is to decide whether \( s_{\text{init}} \models \exists \varphi \) for a given formula \( \varphi \), while the *universal* model-checking problem asks whether \( s_{\text{init}} \models \forall \varphi \).

**Remark 7 (Integer vs. rational weights)** We introduced weight functions in MDPs as functions of the type \( wgt : S \times Act \rightarrow Q \). When using LTL[\( \Phi, \bigcirc : \text{AUT} \)] as a specification formalism for finite WMDPs, however, integer-valued weight functions are equally expressive. Further details are in the appendix, Remark 22.

**Remark 8 (Transformations of weight functions)** Using the idea of [7], each basic weight constraints \( \exp \sim c \) where \( \exp \sim a_1 \cdot wgt_1 + \ldots + a_d \cdot wgt_d \) can be replaced with a simple basic weight constraint \( wgt \geq c \) where \( wgt \) is a fresh weight symbol representing a new weight function \( wgt : S \times Act \rightarrow Q \) where \( wgt(s, act) = \sum_{i=1}^{d} a_i wgt(s, act) \). See appendix, Remark 22.

### 3.3 Examples
To illustrate the expressiveness and usefulness of our formalism we provide a number of examples from different domains. In what follows, we use some shorthand notations for weight constraints with obvious meanings. For instance, \( wgt = c \) is short for \( wgt \geq c \) \& \( wgt \geq c \) and \( c_i \leq wgt \leq c_2 \) means \( wgt \geq c_1 \) \& \( wgt \leq c_2 \).

The following formula specifies global bounds on the load, measured in the number of incoming requests to a system within a given monitor \( A \) is between \( c_{\text{min}} \) and \( c_{\text{max}} \).
\[
\Box (\text{request} \rightarrow \Phi^{\leq \ell}(\text{utility} \geq c))
\]
Similarly, the formula
\[
\Box (\text{request} \rightarrow \Phi^{\geq \ell}(\text{utility} \geq c))
\]
can be used to specify that after each request a utility value of at least \( c \) is guaranteed within \( \ell \) or fewer steps.

The following example formalizes a resilience property, in which we require that whenever in the last ten rounds of some protocol, the accumulated number of errors a certain component produced exceeded five, the component will receive no load until the replacement procedure (formalized by \( A \)) is complete.
\[
\Phi^{10}(\text{error} > 5) \rightarrow \Phi^{\geq \ell}(\text{load} = 0)
\]
Using two (or more) different weight functions allows, e.g., to reason about the load balancing of two (or more) subsystems.
\[
\Box (\Phi^{\leq \ell}(|\text{load}_1 - \text{load}_2| < c))
\]
The formula above states that globally, within a given monitor \( A \) the load difference must not exceed a certain threshold \( c \).

With two weight functions one can also express properties related to the tradeoff between cost and utility. E.g., the following formula might state that whenever the system consumes a certain amount of energy \( c_3 \) for processing a query then the accumulated utility exceeds some utility threshold \( c_u \):
\[
\Box (\Phi^{\leq \ell}(\text{energy} \geq c_3) \rightarrow \Phi^{\geq \ell}(\text{utility} \geq c_u))
\]
Nesting of formulas allows, e.g., expressing properties of the following type. For this, let \( A_{\text{init}} \) formalize an initialization process and \( A_{\text{work}} \) a working phase.
Then the formula:

$$\Phi^{A\text{wt}}(\tt; \text{energy} < c \cdot \Phi^{A\text{wt}}(\text{utility} \geq c))$$

stands for the requirements that there is an initialization process which uses not more than $c \cdot \text{energy}$ and is followed by a working phase which in turn gains at least utility $c \cdot \text{energy}$.

Assertions on the ratio of two weight functions can be expressed using weight expressions. For example, the following formula expresses that the monitored ratio of utility and energy exceeds some threshold $c$:

$$\square (\exists A^\text{utility} \geq c )$$

where $\text{utility} \geq c$ is a short form notation for the weight expression utility $- c \cdot \text{energy} \geq 0$.

### 3.4 Variants and related logics

**Average.** Up to now the semantics of weight expressions over finite paths is based on the accumulated weight given by the sum of all state-action pairs along the given finite path. Alternatively one might deal with the average defined by

$$\text{avg}(\text{wgt}) (\pi) = \frac{\text{wgt}(\pi)}{|\pi|}$$

if $|\pi| > 0$. Let $\text{LTL}^{av}[\Phi, \Sigma : \text{AUT}]$ denote the extension of $\text{LTL}[\Phi, \Sigma : \text{AUT}]$ where basic weight constraints either have the form expr $\gg c$ as before or expr $\ll c$ where

$$\text{avgexpr} = \sum a_i \cdot \text{avg}[\text{wgt}]$$

is an average weight expression. The symbol $\text{avg}[\text{wgt}]$ indicates that the weight function represented by wtg will be interpreted by the average weight of finite paths. To ensure that the average weight of all finite paths $\pi$ with $\text{trace}(\pi) \in \mathcal{L}(A)$ is well-defined, we impose the side constraint that for all subformulas $\Phi^\delta(\psi_1; \text{constr}; \psi_2)$ and $\Phi^\delta(\psi_1; \text{constr}; \psi_2)$, where constr contains an average weight constraint, the DFA $A$ does not accept words of length 1. Following the idea described in [7], average weight expressions can be transformed into sum weight expressions of the form $\text{wtg} \gg 0$. This transformation is applicable for our purposes as well. Details on the transformation can be found in the appendix, Remark 23. This yields that the (probabilistic) model-checking problem for $\text{LTL}^{av}[\Phi, \Sigma : \text{AUT}]$-formulas is reducible to the one for $\text{LTL}[\Phi, \Sigma : \text{AUT}]$.

Indeed several authors considered logics or specific properties that are in the spirit of or even expressible in $\text{LTL}^{av}[\Phi, \Sigma : \text{AUT}]$ for some automata class AUT.

**Fixed window properties.** The (direct) fixed window properties studied in [13] for non-probabilistic weighted game structures have the form $\Phi^\delta_1(\text{avg}[\text{wgt}] \geq c)$, $\square \Phi^\delta_1(\text{avg}[\text{wgt}] \geq c)$ and $\diamond \Phi^\delta_2(\text{avg}[\text{wgt}] \geq c)$. Thus, they are expressible in $\text{LTL}^{av}[\Phi, \Sigma : \text{Window}]$.

**Temporal logic with prefix accumulation.** The concept of prefix-accumulation assertions as introduced by Boker et al [7] for weighted Kripke structures and branching-time and linear-time temporal logics is very much in the spirit of the logic $\text{LTL}^{av}[\Phi, \Sigma : \text{All}]$. The differences between weighted Kripke structures and WTSs in our sense are mostly of a syntactic nature. Rephrased for our notations, prefix-accumulation assertions as in [7] can be defined as $\text{LTL}^{av}[\Phi, \Sigma : \text{All}]$-formulas:

$$\text{assert[constr]} \overset{\text{def}}{=} \Phi_{\text{init}}^\text{constr}$$

We suppose here that init is an atomic proposition that characterizes the initial state. Thus, with this side assumption, $\text{LTL}$ with prefix-accumulation assertions as in [7] is a sublogic of $\text{LTL}^{av}[\Phi, \Sigma : \text{All}]$.

Given a DFA $A \in \text{All}$ imposing a regular constraint that is not $\text{LTL}$-definable, we cannot expect to get an $\text{LTL}$ formula with prefix-accumulation assertions that is equivalent to $\Phi^\delta_1 \text{constr}$. However, the $\text{LTL}[\Phi, \Sigma : \text{Reach}]$-formula $\Phi_{\text{init}}^\text{constr}$ is equivalent to the formula $\Phi(\varphi \land \text{assert[constr]})$. Thus, e.g., $\text{LTL}[\Phi, \Sigma : \text{Reach}]$ can be seen as a sublogic of $\text{LTL}$ with prefix-accumulation assertions. Also considers a variant of prefix accumulation “controlled” by some regular expression. This approach, however, departs from the regular conditions imposed by the DFA $A$ in generalized or pure weight assertions. The purpose of regular conditions in controlled prefix accumulation as in [7] relies on an alternative definition of the weight of finite paths (where the weights of certain transitions can be ignored), while the operators $\Phi^\delta$ and $\Phi^\delta_1$ impose conditions on the standard weight of finite paths satisfying a given regular constraint.

**Mean-payoff, long-run averages.** Several authors studied game structures or logics with mean-payoff objectives. The latter are typically defined as requirements on the limit superior or limit inferior of the accumulated weight along the prefixes of a given infinite path. Such requirements can be formalized in $\text{LTL}^{av}[\Phi, \Sigma : \text{All}]$ by formulas of the form

$$\square \Phi_{\text{init}}^{\text{constr}}(\text{avexpr} \gg c) \lor \diamond \Phi_{\text{init}}^{\text{constr}}(\text{avexpr} \gg c)$$

Again, up to some minor syntactic differences, this yields an embedding of the extension of $\text{LTL}$ with mean-payoff assertions of [7] into $\text{LTL}^{av}[\Phi, \Sigma : \text{All}]$. [27] proposes a further extension where expressions might be polynomial and might refer to so-called characteristic properties. For the latter, our logic provides no corresponding concept. However, the switch from (linear) weight expressions to polynomial weight expressions would be possible for our framework as well. The decidability results presented for $\text{LTL}[\Phi, \Sigma : \text{Acyc}]$ in Section 5 would not be affected as we just require that weight constraints can be evaluated efficiently over a given $d$-tuple of values. Since mean-payoff assertions are prefix-independent properties, the logic presented in [27] is incomparable to our logic concerning expressiveness. Neither [7] nor [27] considers probabilistic structures. WMDPs or weighted game structures with mean-payoff objectives have been considered by several authors, see, e.g., [8,9]. Extensions of temporal logics with formulas for weight constraints in WMDPs are mostly restricted to branching-time logics such as PRCTL with reward-bounded until and release modalities (see Remark 5) or state conditions on the expected total reward [2] [16] [19]. An exception is the logic introduced in [17] with state formulas asserting $\Pr_{\text{min}}(\varphi \leq c) > 0$ and $\text{assert[constr]}$.

**Model checking against**

$\text{LTL}[\Phi, \Sigma : \text{Acyc}]$-specifications

We now address the probabilistic model-checking (PMC) problem for $\text{LTL}[\Phi, \Sigma : \text{Acyc}]$, where we are given a $\text{LTL}[\Phi, \Sigma : \text{Acyc}]$-formula $\varphi$, a WMDP $M = (S, \text{Act}, P, \text{AP}, L, \text{wgt})$ and a state $s_{\text{init}} \in S$ and the task is to compute $\Pr_{\text{min}}(\varphi | s_{\text{init}})$. We first present a general approach that relies on a reduction to the task of computing extremal probabilities for $\text{LTL}$ formulas in (unweighted) MDPs (Section 4.1). This approach is computationally expensive and relies on a product construction. It inherently uses a refined powerset construction for the automata appearing in subformulas $\Phi^\delta(\varphi_1; \text{constr}; \varphi_2)$ or $\Phi^\delta(\varphi_1; \text{constr}; \varphi_2)$ to store the relevant information on the possible runs in $A$ and the weight
for the suffixes of the current history in $\mathcal{M}$. We then discuss in Section 4.2 the time complexity of the model-checking problem for LTL[\varphi, \psi; \textit{Acyc}] and sublogics and show that no efficient algorithms can be expected that run in time polynomial in the size of the automaton $A$. Efficient model-checking algorithms for special patterns of LTL[\varphi, \psi; \textit{Acyc}]-formulas are presented in Section 4.3.

4.1 Reduction to the LTL-PMC problem

The goal is to provide a reduction from the LTL[\varphi, \psi; \textit{Acyc}]-PMC problem to the LTL-PMC problem. Given an LTL[\varphi, \psi; \textit{Acyc}]-formula $\varphi$ and a WMDP $\hat{\mathcal{M}} = (S, A, I, P, \omega, \delta, q_{init}, F)$ where $\omega_{\text{wt}} = (\omega_{\text{wt}1}, \ldots, \omega_{\text{wt}d})$, the idea is to replace all weight assertions $\Phi^k(\varphi_1; \textit{constr}; \varphi_2)$ and $\varnothing^k(\varphi_1; \textit{constr}; \varphi_2)$ with an until or since formula, while adding information on the possible runs in $A$ for the path fragments in $\mathcal{M}$. This is done by enhancing each state $s$ with a partial function $f$ for each occurring automaton $A$. The function tracks all the states $q$ the automaton $A$ possibly can be in after reading the trace of a path fragment ending in $s$, along with a vector $\vec{w}$ of the accumulated weights along this fragment.

Let $A_1, \ldots, A_m$ be the DFA that occur as parameters of weight assertions in $\varphi$. Recall that $A_i$ are supposed to be minimal acyclic DFA over the alphabet $2^{\mathbb{N}_0}$. Let $\ell_i$ be the number of states in a longest run in $A_i$. Then, the length of each word accepted by $A_i$ is at most $\ell_i – 1$. In particular, the maximal length of a path $\pi$ in $\mathcal{M}$ where $\text{trace}(\pi)$ is accepted by $A_i$ is $\ell_i – 2$. (Recall that the length $|\pi|$ of a finite path $\pi$ is the number of transitions taken in $\pi$. Thus, $\text{trace}(\pi)$ consists of $|\pi| + 1$ symbols.) We are going to construct an (unavoided) MDP

$$\hat{\mathcal{M}} = \text{Monitor}(M, A_1, \ldots, A_m) = (\tilde{S}, \hat{A}, \hat{P}, \hat{AP}, \tilde{L})$$

whose states have the form $\tilde{s} = (s, f_1, \ldots, f_m)$ where $s \in S$ and $f_i$ is a partial function from $\{0, 1, \ldots, \ell_i\}$ to pairs $(q, \vec{w})$ where $q$ is a state in $A_i$ and $\vec{w} \in \mathbb{Q}^d$ such that $f_i(k) = \perp$ (undefined) for at least one $k$. The set of all these tuples is, of course, infinite. Below we provide the definition of the state space $\tilde{S}$ of $\hat{\mathcal{M}}$ which ensures that $\hat{\mathcal{M}}$ has only finitely many states. See Remark 9.

The actions that are enabled in state $\tilde{s} = (s, f_1, \ldots, f_m)$ of $\hat{\mathcal{M}}$ are precisely the actions in $\text{Act}(s)$. The transition probability function $\hat{P}$ of $\hat{\mathcal{M}}$ is defined as follows. Suppose that $a \in \text{Act}(s)$. Then:

$$\hat{P}(s, f_1, \ldots, f_m), a, (s', f'_1, \ldots, f'_m) = P(s, a, s')$$

where $f'_i$ is the unique $(a, s')$-successor of $(s, f_i)$ in $A_i$ that is defined as follows. Let us now fix some $i \in \{1, \ldots, m\}$ and suppose $A_i = (Q, \delta, q_{init}, F)$. Then, $f_i : \{0, 1, \ldots, \ell_i\} \to Q \times \mathbb{Q}^d$ is a partial function such that $f_i(k) = \perp$ for at least one $k$. The $(a, s')$-successor of $(s, f_i)$ in $A_i$ is the partial function $f'_i : \{0, 1, \ldots, \ell_i\} \to Q \times \mathbb{Q}^d$ where for $0 \leq k \leq \ell_i$:

- If $f_i(k) = (q, \vec{w})$ where $q \in Q$ and $q \neq q_{init}$ then $f_i'(k) = (\delta(q, L(s'), \vec{w} + \omega_{\text{wt}}(a, s, \vec{w})), \perp)$.

- If $k$ is the smallest index such that $f_i(k) = \perp$ then $f_i'(k) = (\delta(q_{init}, L(s), \perp), \perp)$.

- In all other cases: $f_i'(k) = \perp$.

Here, we identify the tuples $(\perp, \vec{w})$ with $\perp$. Furthermore, we define the initial function $f'_i(0) = (\delta(q_{init}, L(s), \perp), \perp)$.

In all other cases, $\hat{P}(\cdot) = 0$. The state space $\tilde{S}$ of $\hat{\mathcal{M}}$ is the smallest set that contains the states $\tilde{s} = (s, f_1, \ldots, f_m)$ for all $s \in S$ and that is closed under the steps induced by the transition probability function $\hat{P}$.

Remark 9 (Size of the state space) The set $\tilde{S}$ is indeed finite. Specifically, for $\ell = \max\{\ell_1, \ldots, \ell_m\}$ we have

$$|\tilde{S}| < |S|^\ell \cdot |\text{Act}|^{\ell - 1} \cdot 2^{\min((\ell + 1) \log(\ell + 1))}.$$  

This bound is obtained by the observation that $\tilde{S}$ can be written as the union of sets $\tilde{S}_s$, where $s$ is a path fragment of length at most $\ell – 2$ in $\mathcal{M}$ and all states in $\tilde{S}_s$ have the form $(\text{last}(\pi), f_1, \ldots, f_m)$ where $(f_1(0), \ldots, f_m(\ell_1)) \in \mathcal{L}$ consists of the pairs $(\delta(q_{init}, \text{trace}(\pi_{\ell'})), \omega_{\text{wt}}(\pi))$ for some prefix $\pi_{\ell'}$ of $\pi$.

The factor $|S|^\ell \cdot |\text{Act}|^{\ell - 1}$ is an upper bound for the number of path fragments of length $\ell – 2$. 

The set $\tilde{\text{AP}}$ of atomic propositions in $\tilde{\mathcal{M}}$ consists of:

- the atomic propositions in $\text{AP}$ that appear in $\varphi$,
- fresh symbols init$_i(k), \text{run}_i(k), \text{goal}_i(k)$ for $i = 1, \ldots, m$ and $k \in \{0, 1, \ldots, \ell_i\}$

The labeling function $L : \tilde{S} \to 2^{\tilde{\text{AP}}}$ is then defined by the following conditions. Let $\tilde{s} = (s, f_1, \ldots, f_m) \in \tilde{S}$. Then $A \cap L(s) = \text{AP} \cap L(s)$. For $i \in \{1, \ldots, m\}$ the semantics of $\Phi^k(\varphi_1; \textit{constr}; \varphi_2)$ or $\varnothing^k(\varphi_1; \textit{constr}; \varphi_2)$ will be encoded using the atomic propositions init$_i(k), \text{run}_i(k), \text{goal}_i(k)$. The requirements for the labeling function is as follows where we suppose that $A_i = (Q, \delta, q_{init}, F)$:

$$\begin{align*}
\text{init}_i(k) &\in L(s) \text{ iff } f_i(k) = (\delta(q_{init}, L(s)), \perp) \\
\text{run}_i(k) &\in L(s) \text{ iff } f_i(k) \neq \perp \\
\text{goal}_i(k) &\in L(s) \text{ iff } f_i(k) = (q, \vec{w}) \text{ for some } q \in F \\
\text{constr}[\omega_{\text{wt}}(a, s, \vec{w})] &\end{align*}$$

We use $\text{constr}[\omega_{\text{wt}}(a, s, \vec{w})]$ to denote the variable-free arithmetic condition resulting from constr by replacing the weight symbols $\omega_{\text{wt}k}$ in the weight expressions of constr with the values $w_{\text{wt}k}$ for $k = 1, \ldots, d$. Thus, $\text{constr}[\omega_{\text{wt}}(a, s, \vec{w})]$ can be treated as a truth value.

Let $\varphi$ be the LTL formula that results from $\varphi$ by replacing the subformulas $\psi_+ = \Phi^k(\varphi_1; \textit{constr}; \varphi_2)$ and $\psi_- = \varnothing^k(\varphi_1; \textit{constr}; \varphi_2)$ with:

$$\psi_+ \text{ def } \bigvee_{0 \leq k \leq \ell_i} (\varphi_1 \land \text{init}_i(k) \land (\text{run}_i(k) \cup \text{goal}_i(k) \land \varphi_2))$$

$$\psi_- \text{ def } \bigvee_{0 \leq k \leq \ell_i} (\varphi_2 \land \text{goal}_i(k) \land (\text{run}_i(k) \cup \text{init}_i(k) \land \varphi_1))$$

Theorem 10 (Soundness) For each state $s$ in $\mathcal{M}$:

$$\text{Pr}^\text{min}_{\mathcal{M}, s}(\varphi) = \text{Pr}^\text{min}_{\mathcal{M}_\varphi}(\overline{\varphi}) \text{ and } \text{Pr}^\text{max}_{\mathcal{M}, s}(\varphi) = \text{Pr}^\text{max}_{\mathcal{M}_\varphi}(\overline{\varphi})$$

where $\overline{s} = (s, f_1, \ldots, f_m)$.

The proof is presented in appendix 13.
\[ \Phi^A (\varphi_1; \text{const}; \varphi_2) \] (see Remark 5). Thus, the time complexity of our algorithm is double exponential, too.

### 4.2 Complexity

We now discuss the complexity of the model-checking problem for LTL[\([\Phi, \Diamond, \Box]: \text{Acyc}\)] and its sublogic LTL[\([\Phi, \Diamond, \Box]: \text{Window}\)] over WMDPs, WMCs and WTSs (see Notation 6).

The model-checking problem for standard LTL is known to be 2EXPTIME-complete for MDPs and PSPACE-complete for Markov chains and transition systems \([15, 26, 28]\). Obviously, the lower bounds carry over to any logic that extends LTL. Non-deterministic polynomially space-bounded algorithms for the model-checking problem for LTL[\([\Phi, \Diamond, \Box]: \text{Acyc}\)] in WMCs and WTSs arise by adapting the approaches of \([26] \) and \([28]\). Hence:

**Theorem 11** The model-checking problem for LTL[\([\Phi, \Diamond, \Box]: \text{Acyc}\)] and LTL[\([\Phi, \Diamond, \Box]: \text{Window}\)] is 2EXPTIME-complete for WMDPs and PSPACE-complete for WMCs and WTSs.

With the reduction presented in the previous section, the probabilistic analysis has to be carried out with the MDP \(M = \text{Monitor}(M, \ldots)\) whose size grows exponentially in the sizes of (more precisely, the length of runs in) the automata \(A \in \text{AUT}\) that appear as parameters of the modalities \(\Phi^A\) and \(\Phi^A\). However, we cannot expect much more efficient algorithms for LTL[\([\Phi, \Diamond, \Box]: \text{Acyc}\)]-PMC problem since even simple patterns of PL[\([\Phi, \Diamond, \Box]: \text{Window}\)]-formulas interpreted over WTSs and WMCs can encode NP-hard problems as shown in the proof of the following theorem.

**Theorem 12** (NP/coNP-completeness for WTSs) For WTSs the problem “does \(s_{\text{nlat}} \models \Phi\) hold?” is NP-complete for formulas of the type \(\Phi_1, \Phi_2, \Phi_3\) and coNP-complete for \(\Phi_4, \Phi_5, \Phi_6\) where:

\[
\begin{align*}
\Phi_1 &= \exists \Phi^\ell \text{ constr} \\
\Phi_2 &= \exists \exists \Phi^\ell \text{ constr} \\
\Phi_3 &= \exists \exists \exists \Phi^\ell \text{ constr} \\
\Phi_4 &= \forall \Phi^\ell \text{ constr} \\
\Phi_5 &= \forall \exists \Phi^\ell \text{ constr} \\
\Phi_6 &= \forall \exists \exists \Phi^\ell \text{ constr}
\end{align*}
\]

The same holds when \(\Phi^\ell\) is replaced with \(\Phi^{<\ell}\).

The hardness results in Theorem 12 can be shown using reductions from the subset sum problem and its complement. See appendix, Theorem 27. The coNP-hardness proof for \(\Phi^{<\ell}\) uses two positive reward functions. In the remaining cases, the hardness already holds for a WTS with a single positive integer-valued reward function and when constr is a simple basic weight constraint \(\text{wgt} = c\) or its negation. Analogous results are obtained for Markov chains, extending the NP-hardness result of \([24]\) for the quantitative PMC decision problem and reward-bounded reachability.

**Theorem 13** (NP/coNP-completeness for WMCs) For WMCs the problems to decide whether

\[
\begin{align*}
\text{Pr}_{M,s_{\text{nlat}}} (\exists \Phi^\ell \text{ constr}) > 0 \\
\text{Pr}_{M,s_{\text{nlat}}} (\exists \Phi^{<\ell} \text{ constr}) > 0 \\
\text{Pr}_{M,s_{\text{nlat}}} (\exists \exists \Phi^\ell \text{ constr}) = 1 \\
\text{Pr}_{M,s_{\text{nlat}}} (\exists \exists \exists \Phi^\ell \text{ constr}) = 1
\end{align*}
\]

are NP-complete. NP-hardness even holds with a single positive integer-valued reward function and if constr has the form \(\text{wgt} = c\). The problem “does \(\text{Pr}_{M,s_{\text{nlat}}} (\exists \Phi^{<\ell} \text{ constr}) = 1\) hold?” is coNP-complete. The same holds when \(\Phi^\ell\) is replaced with \(\Phi^{<\ell}\).

For the proof, see the appendix, Theorem 29.

So far we presented hardness results for simple patterns of formulas with monitors \(A \in \text{Window}\), partly with simple weight assertions and single positive reward functions. But even for Boolean combinations of simple window weight assertions, the model-checking problem is computationally hard.

**Theorem 14** For PL[\([\Phi, \Diamond, \Box]: \text{Acyc}\)] and PL[\([\Phi, \Diamond, \Box]: \text{Window}\)], the positive model-checking problem for WMDPs and WMCs and the existential model-checking problem for WTSs are NP-complete. Hardness already holds for a single positive integer-valued reward function.

For the proof, see the appendix, Theorem 30.

### 4.3 Special algorithms for selected formula patterns

As a consequence of Theorem 12, the task to compute \(\text{Pr}_{M,s_{\text{nlat}}} (\exists \Phi^\ell \text{ constr})\) for WMDPs with a single reward functions is computationally hard if constr is a conjunctive weight constraint \(\text{wgt} = c\) which is \((\text{wgt} \leq c) \land (\text{wgt} \geq c)\). However, the analogous problem for simple basic weight constraints \(\text{wgt} \geq c\) can be solved efficiently, even for WMDP with a (possibly negative) weight function.

**Proposition 15** For WMDPs with a single weight function, the problems

\[
\begin{align*}
&\text{“does } \text{Pr}_{M,s_{\text{nlat}}} (\exists \Phi^\ell \text{ constr}) > 0 \text{ hold?”} \\
&\text{“does } \text{Pr}_{M,s_{\text{nlat}}} (\exists \exists \Phi^\ell \text{ constr}) = 1 \text{ hold?”}
\end{align*}
\]

are in \(P\).

**Proof.** It suffices to consider the problem to decide whether the probability of \(\exists \Phi^\ell \text{ (wgt} \geq c\)) is positive as:

\[
\text{Pr}_{M,s_{\text{nlat}}} (\exists \exists \Phi^\ell \text{ (wgt} \geq c\)) = 1 - \text{Pr}_{M,s_{\text{nlat}}} (\exists \Phi^\ell \text{ (wgt} < c))
\]

We define \(\text{Graph}[M \otimes A]\) as a weighted directed graph with the vertices \(\langle s, q \rangle \in S \times Q\) and the following edge relation \(E\):

\[
(\langle s, q \rangle, \langle s', q' \rangle) \in E \iff P(s, act, s') > 0 \text{ for some } act \in Act(s) \text{ and } q' = \delta(q, s') \neq \bot
\]

The weight of the edge from vertex \(\langle s, q \rangle\) to vertex \(\langle s', q' \rangle\) is

\[
\min \{\text{wgt}(s, act) : P(s, act, s') > 0\}.
\]

We may apply standard polynomial-time shortest path algorithms (e.g., the algorithms by Bellman-Ford or Floyd) to compute the lengths \(\text{min}(s)\) and \(\text{max}(s)\) of shortest and longest paths from \(\langle s, q_{\text{nlat}} \rangle\) to some state \((s, p)\) with \(p \in F\) in \(\text{Graph}[M \otimes A]\). Here, the notion of length is to be understood in terms of accumulated weight. (Longest paths are obtained by shortest path algorithms for the weighted graph that results from \(\text{Graph}[M \otimes A]\) by multiplying all weights by \(-1\).) Here, we deal with \(\text{min}(s) = +\infty\) if no state in \(S \times F\) is reachable from \(\langle s, q_{\text{nlat}} \rangle\) and \(\text{max}(s) = -\infty\) if some cycle with negative weight is reachable from \(\langle s, q_{\text{nlat}} \rangle\). Similarly, we have \(\text{max}(s) \in \mathbb{Q} \cup \{-\infty, +\infty\}\) with the same conditions for \(-\infty\) and \(+\infty\).

Let \(< \in \{<, +\}\) and \(> \in \{>, -\}\). The statement follows from the fact that there is a scheduler \(\emptyset\) for \(M\) where \(\text{Pr}_{M,s_{\text{nlat}}} (\exists \Phi^\ell \text{ (wgt} < c))\) is positive if and only if there exists a state \(s \in M\) that is reachable from \(s_{\text{nlat}}\) with \(\text{min}(s) < c\). Similarly, there is a scheduler \(\emptyset\) for \(M\) where \(\text{Pr}_{M,s_{\text{nlat}}} (\exists \Phi^\ell \text{ (wgt} > c))\) is positive if and only if there exists a state \(s \in M\) that is reachable from \(s_{\text{nlat}}\) with \(\text{max}(s) > c\).

According to Theorem 13, the computation of \(\text{Pr}_{M,s_{\text{nlat}}} (\exists \exists \Phi^\ell \text{ constr})\) is hard in WMCs, even in the 1-dimensional case. The problem becomes considerably simpler for basic weight constraints:
Proposition 16 For WMCs with a single weight function, the probabilities
\[ Pr_{M,wgt}(\square \phi^a(wgt \preceq c)) \]
\[ Pr_{M,wgt}(\diamond \square \phi^a(wgt \succeq c)) \]
can be computed in polynomial time.

The proof relies on the computation of the bottom strongly connected components that are \textit{good} according to the weight constraint \text{wgt} \preceq c, i.e., those BSCCs \( T \) for which there is no finite path \( \pi \) in \( T \) with \( \text{trace}(\pi) \in L(A) \) and \text{wgt}(\pi \not\preceq c).\) Checking whether a BSCC is good can be done using shortest path algorithms. The proof is presented in the appendix, Proposition 32.

5. Unbounded weight assertions

So far, we studied the model-checking problem for LTL[\( \phi, \phi : \text{Acyc} \)] where the operators \( \phi^a \) and \( \phi^\omega \) are parametrized by acyclic DFA, i.e., their accepted languages are finite. Dropping this assumption leads to undecidability. This is an immediate consequence of the undecidability results by \cite{7} for LTL with prefix-accumulation assertions which can be seen as a sublogic of LTL[\( \phi, \phi : \text{All} \); see Section 3.4.

More interesting is the observation that undecidability even holds for the logic PL[\( \phi, \phi : \text{Reach} \)], i.e., propositional logic where the atoms are pure weight assertions \( \phi^{[\cdot \cdot \cdot]} \text{constr} \) where \( \phi \) is an ordinary propositional constr. Recall that the path conditions specified by the automata \( A[\cdot \cdot \cdot] \in L(A) \) are reachability constraints \( \diamond \phi. \) Given the fact that Boker et al \cite{7} prove decidability for the branching-time logic obtained by adding the CTL-modality \( \exists \) and prefix-accumulation assertions to propositional logic, this result appears surprising to us. Using a reduction from the Post correspondence problem we get:

Theorem 17 (Undecidability for PL[\( \phi, \phi : \text{Reach} \)]) The model-checking problem for PL[\( \phi, \phi : \text{Reach} \)] over WTSs and WMCs is undecidable.

The proof can be found in the appendix, Theorem 33.

By Theorem 17 there is no chance to design algorithms for the computation of (maximal or minimal) probabilities for the events specified as formulas of PL[\( \phi, \phi : \text{Reach} \)] (or more expressive logics such as LTL[\( \phi, \phi : \text{Reach} \)] and LTL[\( \phi, \phi : \text{All} \)] in WMCs and WMDPs. We now discuss the case of non-negative structures where all weight functions are non-negative.

Recall that simple weight constraints are Boolean combinations of simple basic weight constraints \text{wgt}, \text{wgt} \preceq c and that LTL[\( \text{simple}, \phi, \phi : \text{All} \)] is the sublogic of LTL[\( \phi, \phi : \text{All} \)] where all weight constraints are simple.

Theorem 18 The LTL_{\text{simple}}[\( \phi, \phi : \text{All} \)]-PMC problem is decidable for non-negative WMDPs.

The proof can be found in the appendix, Theorem 35. It relies on an adaption of the algorithm presented in Section 4.1 using a threshold technique that avoids the expansion of pairs \( f_i(k) = (q, \pi) \) where the values of \( \pi \) are larger than the largest constant in the weight constraints of the given formula. To treat 0-weight cycles we use the fact that as soon as \( f_i(k) \) then we can release one argument \( k \) and \( k' \) and reuse it for fresh runs. The full proof is in the appendix, Theorem 35.

For \( d = 1 \), all weight constraints are equivalent to simple ones:

Corollary 19 The LTL[\( \phi, \phi : \text{All} \)]-PMC problem is decidable for WMDPs with a single non-negative weight function.

In the multi-dimensional case the requirement that the basic weight expressions are simple cannot be dropped as we have:

Theorem 20 The model-checking problem for PL[\( \phi, \phi : \text{Reach} \)] and non-negative WTSs is undecidable. Likewise, the model-checking problem for PL[\( \phi, \phi : \text{Reach} \)] and non-negative WMCs is undecidable.

The full proof is presented in the appendix, Theorem 35.

6. Conclusions

We established sharp complexity bounds and investigated the border of decidability for the model-checking problem of our new logics. Our main results are depicted in Table 1, where we distinguish between the general case with arbitrary (rational) weight functions and weight assertions and the case of simple weight assertions with non-negative weight functions. Note that the second column is only applicable if both of these restrictions apply. The given results refer to the positive model-checking problem for WMCs and WMDPs and the existential one for WTSs. The results for the automata class \text{Acyc} also hold for the automata class Window. Similarly, the results for Reach also hold for All. The decidability results in the table written in italic are a direct consequence of some result in boldface.

Even though the stated complexity bounds seem to make a practical application unfeasible, there are many techniques to make LTL model checking for MDPs applicable to real-world scenarios. An evaluation of the methods used in some popular model-checking tools can be found, e.g., in \cite{23} for PRISM, in \cite{21} for MRMC and in \cite{5} for ProbDiVinE.
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A. Additional notations

We write \( IPaths(s) \) for the set of infinite paths \( \zeta \) with first(\( \zeta \)) = \( s \), while \( FPaths(s) \) denotes the set of finite paths starting in \( s \).

If \( \zeta \) is an infinite path then \( \text{pref}(\zeta, k) = \zeta[0 \ldots k] \) is the prefix of \( \zeta \) consisting of the first \( k \) steps, ending in state \( \zeta[k] = \zeta_0 \). Similarly, \( \text{suffix}(\zeta, k) \) denotes the suffix of \( \zeta \), starting in \( \zeta[k] = \zeta_s \).

Given a scheduler \( \Sigma : FPaths \rightarrow Act \) for an MDP \( M \) a finite \( \Sigma \)-path is any path \( \pi = s_0 \cdot \Delta \cdot s_{n-1} \cdot s_n \) in \( M \) that arises when the nondeterministic choices in \( M \) are resolved using \( \Sigma \), i.e., \( \Sigma(\text{pref}(\pi, k-1)) = \Delta \cdot s_k \) for all \( 1 \leq k \leq n \). Infinite \( \Sigma \)-paths are defined accordingly. Given some scheduler \( \Sigma \) and state \( s \) (viewed as the initial state), the behavior of \( M \) under \( \Sigma \) is purely probabilistic and can be formalized by a tree-like (infinite-state) Markov chain \( M^0 \). One can think of the states in \( M^0 \) as the finite \( \Sigma \)-paths starting in state \( s \), where the probability to move from some finite path \( \pi \) to \( \pi \cdot act \cdot s' \) is simply \( P(\text{last}(\pi), act, s') \). Using standard concepts of measure and probability theory, a sigma-algebra and a probability measure \( \Pr^s_M \), for measurable sets of the infinite paths in the Markov chain \( M^0 \), also called (path) events or path properties, is defined and can be transferred to infinite \( \Sigma \)-paths in \( M \) starting in \( s \). For further details, we refer to standard text books such as [20][22][23].

Sub-MDPs, end components. We use the notion sub-MDP of \( M \) for any pair \( (T, \Xi) \) where \( T \subseteq S \) and \( \Xi : T \rightarrow 2^{Act} \) such that for all \( t \in T \):

1. \( \Xi(t) \subseteq Act(t) \)
2. if \( act \in \Xi(t) \) and \( P(t, act, t') > 0 \) then \( t' \in T \).

An end component [16] of \( M \) is a sub-MDP \( (T, \Xi) \) of \( M \) where \( \Xi(t) \) is nonempty for all \( t \) in \( T \) and the underlying directed graph with node set \( T \) and the edge relation \( t' \) iff \( P(t, act, t') > 0 \) for some \( act \in \Xi(t) \) is strongly connected. An end component is said to be maximal if it is not contained in any other end component.

B. Remarks on the semantics

Remark 21 (Universal generalized weight assertions)

In Section [3] we introduced the operators \( \Box \) and \( \square \) only for pure weight constraints. This was simply because LTL[\( \Phi, \Diamond : AUT \)] does not directly support the complementation of triples \( (\varphi_1; \text{constr} ; \varphi_2) \). Their semantics is a conjunction “precondition \( \varphi_1 \) and weight constraint \( \varphi_2 \) and postcondition \( \varphi_3 \)”. Generalized universal weight assertions could have been defined using triples \( (\varphi_1; \text{constr} \circ \varphi_2) \) with a disjunctive meaning “precondition \( \varphi_1 \) or weight constraint \( \varphi_2 \) or postcondition \( \varphi_3 \)”: \( A^\square[\varphi_1 \circ \text{constr} \circ \varphi_2] \equiv \neg A^\Box (\neg \varphi_1; \neg \text{constr}; \neg \varphi_2) \) with the following semantics over path-position pairs:

\( (\zeta, k) = A^\Box[\varphi_1 \circ \text{constr} \circ \varphi_2] \)
iff for each \( h \in \mathbb{N} \) with \( h > k \) with \( \text{trace}(\zeta[k \ldots h]) \in L(A) \) we have:

- \( \zeta[k \ldots h] \) constr
- or \( (\zeta, k) = \varphi_1 \)
- or \( (\zeta, h) = \varphi_2 \)

An analogous definition could have been provided for universal generalized past weight assertions \( A^\Box[\varphi_1 \circ \text{constr} \circ \varphi_2] \).

Remark 22 (Integer vs. rational weights; see Remark[1])

We introduced weight functions in MDPs as functions of the type \( wgt : S \times Act \rightarrow \mathbb{Q} \). When using LTL[\( \Phi, \Diamond : AUT \)] as a specification formalism for (finite) WMMDPs, however, integer-valued weight functions are equally expressive. Let us briefly explain why. With \( N \in \mathbb{N} \) being the least common multiple of the denominators of all weights \( wgt_i(s, act) \), we replace the rational weight function \( wgt_i \) of the given WMDP \( M \) with the integer weight function \( wgt'_i = N \cdot wgt_i \). Using \( wgt'_i \) as interpretation of the weight symbol \( wgt \) in the given signature \( Sig \), we can then replace each basic weight constraint \( expr \bowtie c \) with \( expr \bowtie N \cdot c \). Since for each finite path \( \pi \) we have:

\[ a_1 \cdot wgt_1(\pi) + \ldots + a_d \cdot wgt_d(\pi) \bowtie c \]
iff \( a_1 \cdot wgt'_1(\pi) + \ldots + a_d \cdot wgt'_d(\pi) \bowtie N \cdot c \)

this transformation is justified.

Remark 23 (Transformation; see Remark[3])

Instead of the explicit representation of the accumulated weight for \( d \) weight functions one can combine \( wgt_1, \ldots, wgt_d \) into one weight function for each basic weight expression. This idea has been suggested by Boker et al. [7] for temporal logics with prefix-accumulation assertions, and is applicable here as well. For example, if we are given an LTL[\( \Phi, \Diamond : AUT \)]-formula \( \varphi \) that contains a basic weight constraint \( expr \bowtie c \) where \( expr = a_1 \cdot wgt_1 + \ldots + a_d \cdot wgt_d \) then one can introduce a new weight function \( wgt : S \times Act \rightarrow \mathbb{Q} \) given by

\[ wgt(s, act) = \sum_{i=1}^{d} a_i \cdot wgt_i(s, act) \]

and replace the original basic weight expression \( \bowtie c \in \varphi \) with \( wgt \bowtie c \) where \( wgt \bowtie c \) is a fresh weight symbol. Let \( \varphi' \) be the resulting formula over the extended signature with the weight symbol \( wgt \) and \( M' \) the WMDP resulting from \( M \) by adding \( wgt \). Then:

\[ Pr_{M', wgt}^{\varphi'} = Pr_{M, wgt}^{\varphi} \]

If all weight constraints in \( \varphi \) have the form \( \bowtie c \) for the same weight expression \( expr \), then \( \varphi' \) does not contain any weight constraint for \( wgt_1, \ldots, wgt_d \). Hence, in this case the model-checking problem for LTL[\( \Phi, \Diamond : AUT \)]-formulas \( \varphi \) over signatures with multiple weight symbols \( wgt_1, \ldots, wgt_d \) is reducible to the model-checking problem for LTL[\( \Phi, \Diamond : AUT \)]-formulas over signatures with a single weight symbol \( wgt \).

C. From average to sum expressions

Remark 24 As described in [7] for temporal logic with prefix-accumulation assertions, average expressions can be transformed into sum expressions of the form \( wgt \bowtie 0 \). We briefly recall this transformation where, for simplicity, we suppose that we are given an LTL[\( \Phi, \Diamond : AUT \)]-formula \( \varphi \) with a single average weight constraint \( \text{avgexp} \bowtie c \) (see Section 2.2). We extend the signature by a fresh weight symbol \( wgt' = wgt_{d+1} \). Given a WMDP \( M = (S, Act, P, AP, L, wgt) \) where \( wgt = (wgt_1, \ldots, wgt_d) \) provides the meanings for \( wgt_1, \ldots, wgt_d \), we switch from \( M \) to the WMDP structure

\[ M' = (S, Act, P, AP, L, wgt', wgt') \]

that interpretes \( wgt' \) by

\[ wgt'(s, act) = \sum_{i=1}^{d} a_i \cdot wgt_i - c \]

Obviously, \( M \) and \( M' \) have the same paths and for each finite path \( \pi \) in \( M \) we have:

\[ \pi \models_M \text{avgexp} \bowtie c \iff \pi \models_{M'} \text{wgt'} \bowtie 0 \]

Let \( \varphi' \) be the LTL[\( \Phi, \Diamond : AUT \)]-formula that results from \( \varphi \) by replacing the average weight expression \( \text{avgexp} \bowtie c \) with \( \text{wgt'} \bowtie 0 \). Then:
Using the fact that exactly the same actions are enabled in state $s$ for each (finite or infinite) path $\pi$ in $M$, the behavior of $M$ as seen by the monitors is strongly bisimilar to all states $s$, $f$, and all its copies $f$, $f_1$, $f_2$, $f_m$, where $f = s_{\text{init}}$. For each finite or infinite path $\pi$ in $M$, the projection $\pi|M$ is a path in $M$ with $\pi|M$ arising from $\pi$ by dropping all $f_i$ from any state $(s, f_1, \ldots, f_m)$ in $\pi$. Vice versa, if $\pi = s_0 a_0 s_1 a_1 \ldots$ is a path in $M$ with $s_0 = s_{\text{init}}$ then $\pi$ can be lifted to a path $\text{lift}(\pi) = \langle s_0, f_0 \rangle a_0 \langle s_1, f_1 \rangle a_1 \ldots$ in $\tilde{M}$ where $\tilde{f}_0 = \langle f_0, \ldots, f_m \rangle$ and $\tilde{f}_{h+1} = \langle f_{h+1}, \ldots, f_{h+m} \rangle$ with $f_{h+1}$ the (act, $s_{h+1}$)-successor of $(s_h, f_h)$. Moreover, we have:

$$\overline{\pi} = \text{lift}(\pi|M)$$

If $\zeta$ is an infinite path in $M$ and $k \in \mathbb{N}$ and $i \in \{1, \ldots, m\}$ then:

$$\zeta, h, k \models \Phi^A(\varphi_1; \text{constr}; \varphi_2)$$

iff there exists $k \in \{0, 1, \ldots, \ell_1\}$ such that

$$\text{lift}(\zeta, h, k) = \{ \varphi_1 \land \text{init}(k) \land (\text{run}_i(k) U (\text{goal}_i(k) \land \varphi_2)) \}$$

and

$$\zeta, h \models \Phi^B(\varphi_1; \text{constr}; \varphi_2)$$

iff there exists $k \in \{1, \ldots, \ell_1\}$ such that

$$\text{lift}(\zeta, h, k) = \{ \varphi_2 \land \text{goal}_i(k) \land (\text{run}_i(k) S (\text{init}_i(k) \land \varphi_1)) \}$$

This yields:

$$\zeta \models \varphi \iff \text{lift}(\varphi) \models \varphi$$

Using the fact that exactly the same actions are enabled in state $s$ for each (finite or infinite) path $\pi$ in $M$, the correspondence between paths in $M$ and in $\tilde{M}$ can be lifted to schedulers. Let $S$ be a scheduler for $M$. The induced lift($S$) is defined as follows. If $\overline{\pi}$ is a finite path in $M$ then:

$$\text{lift}(S)(\overline{\pi}) = S(\overline{\pi}|M)$$

Then, the lift($S$)-paths starting in $\overline{s} = \langle s, \tilde{f} \rangle$ are precisely the liftings of the $S$-paths starting in $s$. This yields:

$$\Pr^{\text{lift}(S)}_{M, S}(\varphi) = \Pr^{\text{lift}(S)}_{\tilde{M}, S}(\varphi)$$

The same technique is applicable if the given LTL$^{\alpha, \omega}$-formula $\varphi$ contains two or more average weight constraints. ■

D. Proof of Theorem 10

Theorem 25 (Soundness of the reduction; see Thm. 10) For each state $s$ in $M$:

$$\Pr^{\min}_{M, s}(\varphi) = \Pr^{\min}_{\tilde{M}, s}(\varphi)$$

and

$$\Pr^{\max}_{M, s}(\varphi) = \Pr^{\max}_{\tilde{M}, s}(\varphi)$$

where $\tilde{s} = \langle s, f_1, \ldots, f_m \rangle$.

Proof. $M$ can be seen as a refinement of $\tilde{M}$ where the states in $M$ are augmented with information on the potential states of the monitors $A_1, A_2, \ldots, A_m$. Note that precisely the actions $act \in Act(s)$ are enabled in all states $(s, f)$ in $M$ and that $\tilde{P}(s, f, act, (s', f'))$ equals $P(s, act, s')$. Thus, all states $(s, f)$ in $M$ can be seen as copies of state $s$ in $\tilde{M}$. (Formally, state $s$ in $M$ is strongly bisimilar to all states $(s, f)$ in $\tilde{M}$ when only the atomic propositions in $AP$ are assumed to be observable.)

Thus, for each (finite or infinite) path $\pi$ in $M$, the projection $\pi|M$ is a path in $M$ with $\pi|M$ arising from $\pi$ by dropping all $f_i$ from any state $(s, f_1, \ldots, f_m)$ in $\pi$. Vice versa, if $\pi = s_0 a_0 s_1 a_1 \ldots$ is a path in $\tilde{M}$ with $s_0 = s_{\text{init}}$ then $\pi$ can be lifted to a path $\text{lift}(\pi) = \langle s_0, f_0 \rangle a_0 \langle s_1, f_1 \rangle a_1 \ldots$ in $\tilde{M}$

Vice versa, if $\tilde{S}$ is a scheduler for $\tilde{M}$ then a corresponding scheduler $S = \tilde{S}|M$ is obtained by:

$$S(\pi) = \tilde{S}(\text{lift}(\pi))$$

Obviously, we then have $\text{lift}(S) = \tilde{S}$ and therefore:

$$\Pr^{S}_{M, S}(\varphi) = \Pr^{\tilde{S}}_{\tilde{M}, S}(\varphi)$$

The established scheduler-correspondence yields the claim. ■

E. A heuristic for the 1-dimensional case

Let $M$ be a WMDP with a single weight function $wgt$ i.e., $d = 1$, in which case we write $\text{wgt}$ rather than $wgt$. In this case, a simple threshold heuristic can be integrated in the algorithm for the PMC-problem for the logic LTL[$\varphi$] presented in Section 4.1.

Remark 26 (Threshold heuristic) Suppose we are given an LTL[$\varphi$] formula with a single basic weight constraint, say the task is to compute the probability for the formula $\varphi = \Diamond \varphi^A(wgt < c)$. We apply a standard shortest-path algorithm to $\text{Graph}[M \cap A]$ as in proposition 15 and use the information on the weights of shortest paths to reduce the state space of $M$. Given a state $(s, f)$ in $M = \text{Monitor}(M, A)$ and a pair $f(k) = (q, w)$ where the weights of all (shortest) paths from $(s, q)$ to all states $(t, p)$ with $p \in F$ are at least $c - w$, then the expansion of $(q, w)$ is irrelevant. That is, for the successors $(s', f')$ of state $(s, f)$ we can put $f'(k) = \perp$.

F. Proofs for the complexity-theoretic results

Theorem 27 (NP/coNP-completeness for WTSs; see Thm. 12)

For WTSs the problem “does $s_{\text{out}} \models \Phi$ hold?” is NP-complete for formulas of the type $\Phi_2, \Phi_3$ and coNP-complete for $\Phi_1$ and $\Phi_5$ where:

$$\Phi_1 = \exists \Phi^r \text{constr} \quad \Phi_4 = \forall \Phi^r \text{constr}$$

$$\Phi_2 = \exists \Phi^r \text{constr} \quad \Phi_5 = \forall \Phi^r \text{constr}$$

$$\Phi_3 = \exists \diamond \Phi^r \text{constr} \quad \Phi_6 = \forall \diamond \Phi^r \text{constr}$$

The same holds when $\Phi^r$ is replaced with $\Phi^\ell$.

Proof. We first address the formulas of the form $\Phi_1, \Phi_2$ and $\Phi_3$. Membership to NP is easy to prove since we can deal with a naive guess-and-check approach where we first guess nondeterministically a finite path $\pi$ in the given WTS $T$ with initial state $s_{\text{out}}$ and then check whether $\pi$ yields a witness for the formula. More precisely:

$$\Phi_1: \text{We simply guess a path } \pi \text{ in } T \text{ from } s_{\text{out}} \text{ of length } \ell \text{ and check whether } \text{constr}(\text{wgt} \upharpoonright \text{wgt}(\pi))$$

$$\Phi_2: \text{We guess a state } s_0 \text{ and a path } \pi \text{ of length } \ell \text{ from } s_0 \text{ and check whether the following conditions (a) and (b) are satisfied:}$$

$$\begin{align*}
\text{(a)} \text{ are reachable from } s_{\text{out}} \text{ in } T \\
\text{(b)} \text{ The weight constraint holds for } \text{wgt}(s_0, s_1, \ldots, s_n).$$
\end{align*}$$

$$\Phi_3: \text{We guess } s_0 \text{ and a path } \pi \text{ as for part (2) and check conditions (a) and (b) and additionally}$$

$$\text{ (c) } s_0 \text{ is reachable from } \text{last}(\pi) \text{ in } T.$$
Recall that the simple weight constraint \( \text{wgt} = c \) is a short form notation for \( (\text{wgt} \leq c) \land (\text{wgt} \geq c) \). Similarly, we write \( \text{wgt} \neq c \) for \( (\text{wgt} < c) \lor (\text{wgt} > c) \).

We now construct a WTS \( T \) with initial state \( s_{\text{init}} \) of size \( O(k) \) with a single weight function \( \text{wgt} \) with values \( x_1, \ldots, x_k \) such that for \( j \in \{1, 2, 3\} \):

\[
s_{\text{init}} \models \Phi_j \iff \text{SUBSUM is solvable for } x_1, \ldots, x_k, c
\]

where \( \Phi_1, \Phi_2, \Phi_3 \) are as above (or their variants with \( \Phi^{\text{NL}} \)) with \( k \) being the simple weight constraint \( \text{wgt} = c \) and \( k = \ell \). This yields the NP-hardness statement for \( \Phi_1, \Phi_2, \Phi_3 \). The same WTS \( T \) will be used to prove the coNP-hardness statements. For \( j \in \{4, 5, 6\} \) we will have:

\[
s_{\text{init}} \not\models \Phi_j \iff \text{SUBSUM is solvable for } x_1, \ldots, x_k, c
\]

For the \( \Phi^{\text{NL}} \)-variant, constr is \( \text{wgt} \neq c \), while for the \( \Phi^{\text{NL}} \)-variant, we will use a second weight function \( \text{wgt}' \) and use the weight constraint \( \text{wgt} \neq c \) and \( \text{wgt}' = k \).

Construction of the WTS. Let \( T = (S, \text{Act}, \rightarrow, \text{AP}, L, \text{wgt}) \) be the WTS with state space

\[
S = \{s_{\text{init}}\} \cup \{y_{s_i,1}, \ldots, y_{s_i,n}, n_{01}, \ldots, n_{0k}\},
\]

action set \( \text{Act} = \{y_{s_i,1}, \ldots, y_{s_i,n}, n_{01}, \ldots, n_{0k}\} \) and transitions

\[
s_{\text{init}} = y_{s_1,1} \rightarrow y_{s_1,2}, \quad s_{\text{init}} = n_{01} \rightarrow n_{02},
\]

for \( s_i \in \{y_{s_i,1}, \ldots, y_{s_i,n}\} \) and \( i \leq k \), as well as transitions

\[
s_k = y_{s_k,1} \rightarrow y_{s_k,2}, \quad s_k = n_{0k} \rightarrow n_{01},
\]

for \( s_k \in \{n_{0k}, n_{01}\} \). Thus, all incoming transitions of state \( s \) are labeled by the action name \( s \). Intuitively, \( y_{s_i,1} \) means “yes, \( i \in \text{I} \), while \( n_{0i} \) means “no, \( i \notin \text{I} \). This intuitive meaning is formalized by the weight function given by:

\[
\text{wgt}(y_{s_i,1}, n_{0j}) = x_i \quad \text{for } 1 \leq i \leq k
\]

and \( \text{wgt}(\cdot) = 0 \) in all other cases. Clearly, the size of \( T \) is polynomial in the size of the input of SUBSUM.

There is a natural correspondence between the finite paths in \( T \) up to length \( k \) and the subsets of \( \{1, \ldots, k\} \). Let \( \pi \) be a finite path in \( T \) of length at most \( k \). For every \( 1 \leq i \leq k \), there is at most one occurrence of an action indexed by \( i \) in \( \pi \), i.e., at most one occurrence of either \( y_{s_i,1} \) or \( n_{0i} \). We define \( I_\pi \) as the following index set:

\[
I_\pi = \{i \in \{1, \ldots, k\} : y_{s_i,1} \text{ occurs in } \pi\}
\]

Then:

\[
\text{wgt}(\pi) = c_I \quad \text{where } c_I = \sum_{i \in I_\pi} x_i
\]

Given an index-set \( I \subseteq \{1, \ldots, k\} \), let \( \pi_I \) be the path in \( T \) of length \( k \) that starts in state \( s \) constructed according to the choices provided by \( I \), i.e., if the successors of the current state are \( y_{s_i,1} \) and \( n_{0i} \), then action \( y_{s_i,1} \) is chosen if \( i \in I \) and action \( n_{0i} \) is chosen if \( i \notin I \). Then:

\[
\text{wgt}(\pi_I) = c_I
\]

We obtain an infinite \( \text{coNP}- \text{hardness} \) of the \( \text{coNP} \)-completeness of SUBSUM. We reduce the complement of SUBSUM to the problem that asks whether

\[
s_{\text{init}} \models \forall \Phi^{\text{NL}}(\text{wgt} \neq c)
\]

If \( s_{\text{init}} \not\models \forall \Phi^{\text{NL}}(\text{wgt} \neq c) \), there is an infinite path \( \pi \) starting in \( s_{\text{init}} \) and \( \pi \not\models \Phi^{\text{NL}}(\text{wgt} \neq c) \). Then \( \text{wgt}(\pi) = c_I \) for \( \pi \subseteq \{0, \ldots, k\} \), yielding a solution \( I_\pi \) for the instance \( \pi \), \( \pi \notin \Phi^{\text{NL}}(\text{wgt} \neq c) \) of SUBSUM.

If \( s_{\text{init}} \not\models \forall \Phi^{\text{NL}}(\text{wgt} \neq c) \), then there is an infinite path \( \pi \) starting in \( s_{\text{init}} \) and an index \( h \) such that:

\[
\text{wgt}(\pi) = c_I
\]

Recall that \( \text{wgt}(\pi) \) denotes the suffix of \( \pi \) that starts in state \( h \)-state of \( \pi \). Then, in particular, \( \text{wgt}(\pi) = c_I \) and \( \text{wgt}(\pi) = c_I \) for \( \pi = \{0, \ldots, k\} \), yielding a solution \( I_\pi \).

In the other direction, we show that a given solution \( I \) of the SUBSUM instance, \( \pi_I \) serves as a counterexample to each of the three formulas. As \( \pi_I \models \Phi^{\text{NL}}(\text{wgt} = c) \) we have \( s_{\text{init}} \models \forall \Phi^{\text{NL}}(\text{wgt} = c) \). Furthermore, by construction of \( \pi_I \) we have \( \pi_I \models \forall \Phi^{\text{NL}}(\text{wgt} = c) \), as the weights along any fragment of \( \pi_I \) of length \( k \) are a permutation of the weights of \( \pi = \pi_I \) and \( \text{wgt}(\pi) = c_I \). Thus, \( s_{\text{init}} \not\models \forall \Phi^{\text{NL}}(\text{wgt} = c) \) and \( s_{\text{init}} \not\models \forall \Phi^{\text{NL}}(\text{wgt} \neq c) \).
The problem "does \( T \) WTS yes\) is in \( \text{coNP} \), since it can be decided whether there exists an index-set \( I \) of length \( \ell \) and check in polynomial time whether it meets the weight constraint imposed by constr. For problem (1), we need \( \text{first}(\pi) = \text{sinit} \).

The complement of SUBSUM is polynomially reducible to the problem "does \( \Pr_{M, sinit}(\Phi^{\ell}_{\text{constr}}) = 1 \) hold?". Indeed, for the transformation above we have:

\[
\Pr_{M, sinit}(\Phi^{\ell}_{\text{wgt}}(\text{wgt} = c)) = 1
\]

iff \( sinit \models \forall \Phi^{\ell}_{\text{wgt}}(\text{wgt} \neq c) \)

iff there is no \( I \subseteq \{1, \ldots, k\} \) such that \( \sum_{i \in I} x_i = c \). Obviously, the problem of deciding whether \( \Phi^{\ell}_{\text{constr}} \) holds almost surely in a given WMC is coNP-hard. Membership to coNP is obvious since we can guess a path \( \pi \) in \( M \) of length \( \ell \) and check whether \( \pi \not\in \text{constr} \).

For the variant of the problem where \( \Phi^{\ell}_{\text{constr}} \) is replaced by \( \Phi^{\ell}_{\text{wgt}} \), similar arguments as in the proof of Theorem 26 apply, yielding the NP-completeness of (1)-(5). To show the coNP-hardness for the problem "does \( \Pr_{M, sinit}(\Phi^{\ell}_{\text{constr}}) = 1 \) hold?", we introduce a second weight function \( \text{wgt}(s) = 1 \) for all \( s \in S \) and reduce the complement of SUBSUM to:

\[
\Pr_{M, sinit}(\Phi^{\ell}_{\text{wgt}}(\text{wgt} = c \land \text{wgt}' = \ell)) = 1
\]

with \( \ell \equiv k + 1 \).
given infinite path $\zeta$ only depends on the prefix $\zeta[0 \ldots \ell-2]$. Note that $\text{trace}(\zeta[0 \ldots \ell-2])$ consists of $\ell-1$ letters and its run in a DFA consist of (at most) $\ell$ states. Hence, if $\pi$ is a finite path of length $\ell-2$ then either $\zeta[\ell-2] = \varphi$ for all infinite paths $\zeta$ with $\zeta[0 \ldots \ell-2] = \pi$ or there is no infinite path $\zeta$ with $\zeta[0 \ldots \ell-2] = \pi$.

Thanks to this observation, we can use the following polynomially time-bounded guess-&-check method for deciding the existential model-checking problem for PL[ϕ : Acyc]. We guess nondeterministically a finite path $\pi$ in $M$ with $\text{first}(\pi) = s_{\text{init}}$ and $|\pi| = \ell - 2$. Then, we can evaluate deterministically in polynomial time whether $\pi$ is a prefix of an infinite $\zeta$ satisfying $\varphi$. For this, we can use the fact that if $\pi$ is a prefix of $\zeta$ then $\zeta = \Phi^k \text{constr}$ if and only if there is a prefix $\pi'$ of $\pi$ with $\text{trace}(\pi') \in \mathcal{L}(A)$ and $\pi' = \text{constr}$.

We now prove the NP-hardness for WTSs and PL[ϕ : Acyc]. In Theorem 27, we saw that the problem to decide whether

$$s_{\text{init}} = \exists \Phi^k \text{wgt} = c$$

in a WTS with a single integer-valued weight function is NP-hard. Clearly, we have:

$$s_{\text{init}} = \exists \Phi^k \text{wgt} = c$$

iff

$$s_{\text{init}} = \exists \Phi^k \text{wgt} < c \land \text{wgt} \geq c$$

iff

$$s_{\text{init}} = \exists \Phi^k \text{wgt} < c \land \text{wgt} > c$$

The formula $\Phi^k \text{wgt} < c \land \Phi^k \text{wgt} > c$ is a formula of PL[ϕ : Acyc] and PL[ϕ : Window]. This yields the NP-hardness of PL[ϕ : Acyc] and PL[ϕ : Window]. The hardness of the positive model-checking problem for WMCs is obtained by the same arguments applied to case (1) of Theorem 29.

**Remark 31**

Thanks to Remark 2 for the cases $\Phi_2$, $\Phi_3$, $\Phi_5$ and $\Phi_6$ of Theorem 12 and parts (2), (3), (4) and (5) of Theorem 13 we can replace $\varphi$ with $\Phi$. This, however, does not hold for the cases $\Phi_1$ and $\Phi_4$ of Theorem 12 and part (1) of Theorem 13 since $\zeta = \Phi^k \text{constr}$ iff $\zeta(0) = \Phi^k \text{constr}$ iff the word consisting of the symbol $L(\zeta[0])$ is not accepted by $A$ or constr (wgt / 0). Thus, the model-checking problem for the formulas of the type $\Phi^k \text{constr}$ is trivial, even in WMDPs.

**Proposition 32 (See Proposition 16)**

For WMCs with a single weight function, the probabilities $\Pr_{M,s_{\text{init}}} (\bigotimes \Phi^k \text{wgt} \bowtie c)$ and $\Pr_{M,s_{\text{init}}} (\bigotimes \Phi^k \text{wgt} \bowtie c)$ can be computed in polynomial time.

**Proof.** In what follows, let:

$$\varphi_{\bigotimes \Phi^k} = \bigotimes \Phi^k \text{wgt} \bowtie c$$

$$\varphi_{\bigotimes \Phi} = \bigotimes \Phi \text{wgt} \bowtie c$$

To compute $\Pr_{M,s_{\text{init}}} (\varphi_{\bigotimes \Phi})$ and $\Pr_{M,s_{\text{init}}} (\varphi_{\bigotimes \Phi})$ where we can rely on the fact that almost surely a bottom strongly connected component (BSCC) $T$ will be reached and all states visited infinitely often. Given that the language of $A$ is finite there is an upper bound $\ell \in \mathbb{N}$ on the length of the words in $\mathcal{L}(A)$ (namely the length of a longest run in $A$ from $s_{\text{init}}$ to some final state). Obviously, the same bound $\ell$ applies to the maximal length of path fragments $\pi$ such that $\text{trace}(\pi) \in \mathcal{L}(A)$. We say that a BSCC $T$ of $M$ is good for $\varphi_{\bigotimes \Phi}$ if there is a finite path $\pi$ in $T$ with $\text{trace}(\pi) \in \mathcal{L}(A)$ and $\text{wgt}(\pi) \varphi_{\bigotimes \Phi}$. We then have:

(a) If $T$ is good for $\varphi_{\bigotimes \Phi}$ then $\Pr_{T}(\bigotimes \Phi \text{wgt} \bowtie c) = 1$ for all states $t \in T$.

(b) If $T$ is not good for $\varphi_{\bigotimes \Phi}$ then $\Pr_{T}(\bigotimes \Phi \text{wgt} \bowtie c) = 0$ for all states $t \in T$.

Part (a) is obvious. Part (b) follows from the fact that each finite paths in $T$ appears infinitely often in almost all paths starting in some state $t \in T$. As a consequence,

$$\Pr_{M,s_{\text{init}}} (\bigotimes \Phi^k \text{wgt} \bowtie c) = \Pr_{M,s_{\text{init}}} (\bigotimes \text{goodBSCC})$$

and

$$\Pr_{M,s_{\text{init}}} (\bigotimes \Phi^k \text{wgt} \bowtie c) = 1 - \Pr_{M,s_{\text{init}}} (\bigotimes \text{goodBSCC} \neg \bowtie c)$$

where $\text{goodBSCC}$ is the union of all BSCC that are good for $\varphi_{\bigotimes \Phi}$.

Checking whether a BSCC is good can be done using shortest path algorithms either in $\text{Graph}[M \otimes A]$ or in the modified weighted graph obtained from $\text{Graph}[M \otimes A]$ by multiplying all weights with $-1$, depending on whether $\bowtie c$ is an upper or a lower bound.

**G. Unbounded weight assertions**

**Theorem 33 (Undecidability for PL[ϕ : Reach])**

The model-checking problem for PL[ϕ : Reach] over WTSs and WMCs is undecidable.

**Proof.** We provide a reduction from the Post correspondence problem (PCP) to the problem where we are given a WTS $T$ with initial state $s_{\text{init}}$ and a PL[ϕ : Reach]-formula $\varphi$ and the task is to check whether $s_{\text{init}} = \exists \varphi$. As PCP is known to be undecidable, this yields the proof for the undecidability of the model-checking problem for PL[ϕ : Reach] over WTSs.

The input of the PCP is a sequence of $k \geq 2$ pairs

$$(u_0, v_0), (u_1, v_1), \ldots, (u_{k-1}, v_{k-1})$$

of finite, nonempty words over some alphabet $\Sigma$. The task is to check whether there exists a sequence $i_1, i_2, \ldots, i_n$ of indices $i_n \in \{0, 1, \ldots, k-1\}$ with $n \geq 2$ such that:

$$u_{i_1} u_{i_2} \ldots u_{i_n} = \emptyset$$

We construct a WTS $T$ that results from the parallel composition

$$T = \text{Words} [\text{Gadget}[u]] \parallel \text{Gadget}[v]$$

of an unweighted transition system $\text{Words}$ that serves to “generate” pairs of finite words over $\Sigma$ of the form

$$(u_{i_1} u_{i_2} \ldots u_{i_n}, v_{j_1} v_{j_2} \ldots v_{j_m})$$

where

$$(u_{i_1} u_{i_2} \ldots u_{i_n} = v_{j_1} v_{j_2} \ldots v_{j_m})$$

and two WTSs $\text{Gadget}[u]$ and $\text{Gadget}[v]$ with the “main” weight functions $\text{useq}$ and $\text{useq}$, respectively, where the current values of the accumulated weight have the intuitive meaning:

$$\text{useq} \triangleq i_n \cdot \kappa^{n-1} + i_{n-1} \cdot \kappa^{n-2} + \ldots + i_2 \cdot k + i_1$$

$$\text{useq} \triangleq j_m \cdot \kappa^{m-1} + j_{m-1} \cdot \kappa^{m-2} + \ldots + j_2 \cdot k + j_1$$

Then, $\text{useq} = \text{useq}$ if and only if the index sequences $i_1, i_2, \ldots, i_n$ and $j_1, j_2, \ldots, j_m$ agree. In addition to the weight function $\text{useq}$, the WTS $\text{Gadget}[u]$ has a weight function $\text{ufactor}$ representing the factor $\kappa^i$ of the next index $i = i_{n+1}$ and an auxiliary weight function $\text{ucounter}$ that serves to realize the assignments:

$$\text{useq} := \text{useq} + \text{ufactor} \cdot i, \quad \text{ufactor} := k \cdot \text{ufactor}$$

$\text{Gadget}[v]$ has analogous additional weight functions $\text{vfactor}$ and $\text{vcounter}$.

**Signature.** Altogether $T$ has six weight functions that will be used as meanings for the following weight symbols in the signature for PL[ϕ : Reach]:

$$\text{useq}, \text{vseq}, \text{ufactor}, \text{vfactor}, \text{ucounter}, \text{vcounter}$$
The set AP of atomic propositions will be the names of the local states of the two gadgets $Gadget[u]$ and $Gadget[v]$ plus an atomic proposition goal.

**Transition system for the word-pairs.** Let $\ell_u$ and $\ell_v$ be the maximal length of the words $u$ resp. $v$-words in the given input sequence for PCP. That is:

$$
\ell_u = \max\{\{u_0|, |v_0|, \ldots, |u_{k-1}\}\}
$$

$$
\ell_v = \max\{\{v_0|, |v_1|, \ldots, |v_{k-1}\}\}
$$

The transition system $Words$ has the state space

$$
W = \Sigma^{\leq \ell_u} \times \Sigma^{\leq \ell_v} \times \{\text{normal, wait}\} \cup \{\text{init, fail}\}
$$

where $\Sigma^{\leq \ell}$ denotes the set of words over $\Sigma$ of length at most $\ell$. The components normal and wait are called modes of $Words$. In what follows, we use simplifying notations for the states in normal mode by dropping the component normal from the states $(\alpha_1 \alpha_2 \ldots \alpha_\nu, \beta_1 \beta_2 \ldots \beta_\mu, \text{normal})$. That is, states in normal mode will be written simply as pairs $(\alpha_1 \alpha_2 \ldots \alpha_\nu, \beta_1 \beta_2 \ldots \beta_\mu)$ of words over $\Sigma$ with $\nu \leq \ell_u$ and $\mu \leq \ell_v$. Intuitively, if $(\alpha_1 \alpha_2 \ldots \alpha_\nu, \beta_1 \beta_2 \ldots \beta_\mu)$ is a state in $Words$ then $\alpha_1 \alpha_2 \ldots \alpha_\nu$ is a prefix of the next generated subword $w_{\nu+1}$ of the $u$-string and $\beta_1 \beta_2 \ldots \beta_\mu$ a prefix of the next generated subword $w_{\mu+1}$ of the $v$-string. States in waiting mode have the same meaning, but generating the next symbol is disabled, since $Words$ is waiting for a synchronization with one of the gadgets. There are two special states in $Words$, the initial state $w_{\text{init}} = \text{init}$ and the failure state $fail$, which indicates that $Words$ failed to generate a word pair ($u_{i1}, u_{i2}, v_{j1}, v_{j2}$).

The action set of $Words$ consists of the symbols in $\Sigma$ (which represents generating the next symbol in the current $u$-string and $v$-string), the actions $u_{\text{start}}, u_{\text{stop}}, v_{\text{start}}, v_{\text{stop}}$, for $0 \leq i < k$ that are used to synchronize with the gadgets and a special action $\tau$ for the fail-state.

The transition relation of $Words$ is defined by the following SOS-rules, where $\varepsilon$ denotes the empty word:

- $\sigma \in \Sigma$
- $\text{init} \xrightarrow{\sigma} (\sigma, \sigma)$
- $\nu < \ell_u, \mu < \ell_v, \sigma \in \Sigma$
- $\nu = \ell_u, \sigma \in \Sigma$
- $\mu = \ell_v, \sigma \in \Sigma$
- $\alpha_1 \alpha_2 \ldots \alpha_\nu, \beta_1 \beta_2 \ldots \beta_\mu \xrightarrow{\sigma} \text{fail}$

**The WTSs for the gadgets.** We now explain the structure of $Gadget[u]$. All states of $Gadget[u]$ have the form $g^*_\nu$, where $*$ stands for some subscript (index). In what follows, we simply write $g^*_\nu$ instead of $g^*_\nu$. The starting state is $g_{\text{init}}$. The action set of $Gadget[u]$ consists of the actions:

- $u_{\text{start}}$ and $u_{\text{stop}}$ to be synchronized with $Words$,
- a special action symbol $\text{silent} = \text{silent}^\nu$ for silent transitions that have no effect on the weights, i.e., $\text{wtg}(g^*_\nu, \text{silent}) = 0$ for all weight functions $\text{wtg}$ and states $g^*_\nu$. $Gadget[u]$

- $\text{action} \text{start} = \text{start}^\nu$ used for the initial assignment $ufactor := 1$
- $\text{action} \text{reset} = \text{reset}^\nu$ used to clear the counter which corresponds to the assignment $u_{\text{counter}} := 0$
- $\text{actions} \text{add}_i = \text{add}_i^\nu$ for $i \in \{0, 1, \ldots, k-1\}$ used to realize the action $\text{useq} := \text{useq} + u_{\text{factor}} \cdot i$
- $\text{actions} \text{incr} = \text{incr}^\nu$, clear = clear$^\nu$ and $\text{swap} = \text{swap}^\nu$ used to realize the assignment $ufactor := k \cdot u_{\text{factor}}$

We simply write $g \rightarrow g'$ rather than $g \rightarrow \text{silent}^\nu g'$. All actions except for $u_{\text{start}}$ and $u_{\text{stop}}$ are internal actions, not to be synchronized with $Words$ or $Gadget[v]$. To distinguish the internal actions of $Gadget[u]$ from those in $Gadget[v]$, the names of the internal actions are parametrized by $u$. For better readability, we drop this parametrization in the following description of the behavior of $Gadget[u]$. $Gadget[u]$ operates in several modes:

**Mode 0: Initialization.** The initialization phase consists of the assignment $ufactor := 1$, realized by the transition

$$
g_{\text{init}} \xrightarrow{} g_1
$$

and by setting $ufactor(g_{\text{init}}, \text{start}) = 1$.

**Mode 1: Synchronize with the TS for the word-pairs.** The “computation” of $Gadget[u]$ is invoked by synchronizing with $Words$ over one of the actions $u_{\text{start}}$ where $i \in \{1, \ldots, k\}$ by means of the transition:

$$
g_1 \xrightarrow{u_{\text{start}}}_i g_{2,i}
$$

**Mode 2: Reset counter.** The assignment $u_{\text{counter}} := 0$ is realized by the transitions

$$
g_{2,i} \rightarrow g_{2,i, \text{loop}},
\quad g_{2,i, \text{loop}} \xrightarrow{\text{reset}} g_{2,i, \text{loop}},
\quad g_{2,i, \text{loop}} \rightarrow g_{3,i}
$$

where $u_{\text{counter}}(g_{2,i, \text{loop}}, \text{reset}) = -1$ with the side-constraint:

$$
\psi^u_{2,i} = \exists A_1 \ldots A_{k-1}(u_{\text{counter}} = 0)
$$

**Mode 3: Assignment for the encoding of the index sequence for the $u$-word.** We mimick the effect of the assignment $\text{useq} := \text{useq} + u_{\text{factor}} \cdot i$ by the transitions

$$
g_{3,i} \rightarrow g_{3,i, \text{loop}},
\quad g_{3,i, \text{loop}} \xrightarrow{\text{add}_i} g_{3,i, \text{loop}},
\quad g_{3,i, \text{loop}} \rightarrow g_{4,i}
$$

where $u_{\text{counter}}(g_{3,i, \text{loop}}, \text{add}_i) = 1$ and $\text{useq}(g_{3,i, \text{loop}}, \text{add}_i) = i$ with the side-constraint:

$$
\psi^u_{3,i} = \exists A_1 \ldots A_k(u_{\text{counter}} = u_{\text{factor}})
$$

**Mode 4: Reset counter.** As in mode 2, the purpose of mode 4 is to realize the assignment $u_{\text{counter}} := 0$ by means of the
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ucounter(g, i, loop, reset) = −1 with the side-constraint:

Mode 5: Shift. The assignment ufactor := k · ufactor has the same effect as the following sequence of instructions:

1. increment ucounter until ufactor = k · ufactor;
2. clear ufactor by setting ufactor := 0;
3. swap the values of ucounter and ufactor

third instruction (swap) can be realized by performing simultaneously the assignments ucounter := ucounter − 1 and ufactor := ufactor + 1 until ucounter = 0. In Gadget[u], the three instructions are simulated by the transitions:

where

ucounter(g, i, loop, incr) = 1
ufactor(g, i, loop, clear) = −1
ucounter(g, i, loop, swap) = −1
ufactor(g, i, loop, swap) = 1

with the side-constraints:

ψ_{4,i}^u = 1
ψ_{6,i}^u = 0
ψ_{7,i}^u = 0

Mode 6: Return. In its last mode, the gadget moves back to mode 1

by the transition q_{stop} \rightarrow q_1.

So far, we defined the values of the weight functions only in selected cases. In all remaining cases, the values of the weight functions are 0. The WTS Gadget[v] for the v-words is defined analogously.

The composite WTS. The WTS T arises by the parallel composition of the transition system Words and the two gadgets Gadget[u] and Gadget[v]. Thus, the states in T have the form

s = (w, g^u, g^v)

where w ∈ W is a state of Words, g^u is a state of Gadget[u] and g^v is a state of Gadget[v]. The initial state of T is:

s_{init} = \langle init, g_{init}^u, g_{init}^v \rangle

In addition, T contains states of the form \langle fail, g^u, g^v \rangle.

The action set of T is the union of the action sets of Words and the two gadgets. The actions \text{ustart}_i, \text{ustop}_i, with i ∈ \{0, 1, \ldots, k−1\} are performed synchronously in Words and Gadget[u]. Similarly, Words synchronizes with Gadget[v] over the actions \text{vstart}_j and \text{vstop}_j, for j ∈ \{0, 1, \ldots, k−1\}. All other actions of the three systems are executed in an interleaved way.

As stated above, T is equipped with six weight functions ucounter, ufactor, ufactor, ufactor, useq and vseq that arise by the liftings of the corresponding weight functions in the two gadgets. Suppose s = \langle w, g^u, g^v \rangle is a state of T, then for example:

- If g^u = g^u_{init} then ufactor(s, start^u) = 1 and wgt(s, start^u) = 0 for the other five weight functions.
- If g^v = g^v_{init}, loop then ufactor(s, swap^v) = 1 and ucounter(s, swap^v) = −1. For the other four weight functions, we have wgt(s, swap^v) = 0.

The set AP of atomic propositions of T are the names of the states in the gadgets plus the special proposition goal that characterizes the states where the Words-component is \langle e, e \rangle. The labeling function L is defined by the following conditions:

\begin{align*}
& g^u \in L(s) \text{ if } s \text{ has the form } \langle w, g^u, g^v \rangle \\
& g^v \in L(s) \text{ if } s \text{ has the form } \langle w, g^u, g^v \rangle \\
& \text{goal} \in L(s) \text{ if } s \text{ has the form } \langle \langle e, e \rangle, g^i, g^j \rangle
\end{align*}

Formula. The PL[f]: Reach]-formula \varphi is defined as follows:

\[\varphi = \Phi_A[\text{goal}](\text{useq} = \text{vseq}) \land \psi^u \land \psi^v\]

where for ξ \in \{u, v\}:

\[\psi^\xi = \bigwedge_{0 \leq i < k} \left( \psi^\xi_{0,i} \land \psi^\xi_{3,i} \land \psi^\xi_{4,i} \land \psi^\xi_{6,i} \land \psi^\xi_{7,i} \right)\]

Soundness. We now have to show that s_{init} \models 3\varphi if and only if the given instance \langle u_0, v_0 \rangle, \langle u_1, v_1 \rangle, \ldots, \langle u_n, v_n \rangle for PCP has a solution.

\[\models^{\varphi}: \text{Let the infinite path } \xi = s_0, a_0, s_1, a_1, \ldots, s_n, a_n, \text{ respectively. As the local}
\]
\[\models^{\varphi}\text{ satisfies } \varphi, \text{ in particular } \models^{\varphi}(\text{useq} = \text{vseq}).\]

Thus there exists a (smallest) index n such that s_n \models \text{goal and useq}\{[0, n]\} = \text{vseq}\{[0, n]\}.

\[\text{Let } \pi = (\pi_0, \ldots, \pi_n) \text{ W.l.o.g., we assume that the first two actions in } \pi \text{ are the initializing actions of}
\]
\[\text{Gadget[u] and Gadget[v]. i.e., } \pi_0 = \text{start}_u \text{ and } \pi_1 = \text{start}_v, \text{ and thus } s_2 = \langle \text{init}, g^u_1, g^v_1 \rangle. \text{ If this is not the case, we can move}
\]
\[\text{these actions to the beginning of } \xi \text{ without affecting the satisfaction of } \varphi.
\]

Due to the structure of T, we can partition the sequence of actions \text{act}_2 \ldots \text{act}_n into subsequences, each consisting of a finite number of symbol actions σ ∈ Σ of Words followed by a sequence \text{ustart}_1 \ldots \text{ustop}_1 consisting of Gadget[u]-actions for some i or a sequence \text{vstart}_j \ldots \text{vstop}_j consisting of Gadget[v]-actions for some j, or both. As the \text{ustart}_i and \text{vstart}_j actions switch Words into the wait mode, interleaving is suspended until the next occurrence of \text{ustop}_i (\text{vstop}_j, respectively). As the local state of Words of the goal state has the form \langle e, e \rangle, at least one \text{ustart}_i \ldots \text{ustop}_i sequence and one \text{vstart}_j \ldots \text{vstop}_j sequence has to occur, as this is the only way for the words to become empty. In particular, the last action in \pi has either the form \text{ustop}_i or \text{vstop}_j.

Let \text{w} be the sequence of \Sigma-actions in \pi and let i_1, \ldots, i_m be the sequence of indices i of the \text{ustop}_i actions in \pi. Then, by construction, \text{w} = u_{i_1} u_{i_2} \ldots u_{i_m}. Similarly, let j_1, \ldots, j_m be the sequence of indices j of the \text{vstop}_j actions in \pi. Then again, by
construction, \( w = v_{j_1} v_{j_2} \ldots v_{j_m} \). It remains to show that \( m = m' \) and \( i_1 = j_1, i_2 = j_2, \ldots, i_m = j_m \).

Let \( \pi_n \) be the prefix of \( \pi \) up to the \( n \)-th occurrence of an \( \text{ustop} \)-action. As above, the index of this action is denoted by \( i_n \). We consider the evaluation of the accumulated weights along these prefixes, as enforced by satisfaction of \( \psi^w \).

For \( n = 1 \), we have
\[
\text{useq}(\pi_1) = i_1 \quad \text{and} \quad \text{ufactor}(\pi_1) = 1.
\]

For \( n > 1 \), we have
\[
\text{useq}(\pi_{n+1}) = \text{useq}(\pi_n) + i_{n+1} \cdot k^n \quad \text{and} \quad \text{ufactor}(\pi_{n+1}) = k \cdot \text{ufactor}(\pi_n) = k^{n+1}.
\]

Applying the same arguments to \( \text{useq} \) and \( \text{ufactor} \), we obtain
\[
\text{useq}(\pi) = i_m \cdot k^{m-1} + i_{m-1} \cdot k^{m-2} + \ldots + i_2 \cdot k + i_1
\]

\[
= j_m \cdot k^{m-1} + j_{m-1} \cdot k^{m-2} + \ldots + j_2 \cdot k + j_1
\]

On the other hand, by the construction of \( \pi \), we have \( \text{useq}(\pi) = \text{useq}(\tau) \). As all the \( i \) and \( j \) are elements of \( \{0, \ldots, k-1\} \) it follows that \( m = m' \) and \( i_1 = j_1, i_2 = j_2, \ldots, i_m = j_m \). Thus, \( i_1, \ldots, i_m \) is a solution for the given PCP instance.

\[\Box\]

Let \( i_1, \ldots, i_m \) be a solution of the given PCP instance, with \( w = u_{i_1} u_{i_2} \ldots u_{i_m} \). We construct an initial, infinite path \( \zeta \) of \( T \) such that \( \zeta \models \varphi \), thus serving as a witness for \( s_{\text{init}} = \exists \psi \). As the sequence of actions uniquely determines the successor states in \( T \), we only specify the sequence of actions \( act_1, act_2, \ldots, act_m \) to \( \zeta \). The initial actions \( act_0 = \text{start}^w \) and \( act_1 = \text{start}^v \) initialize \( \text{Gadget}[u] \) and \( \text{Gadget}[v] \), respectively. Let \( act_0 \ldots act_n \) be the sequence of actions already chosen and let \( \pi_n = s_0 \ldots act_n \) be the corresponding path in \( T \). Action \( act_{n+1} \) is then chosen as follows:

1. If \( act_n = \text{ustart}_i \), for some \( i \), choose the sequence of \( \text{Gadget}[u] \)-actions ending with \( \text{ustop} \), that lead back to \( g_1 \), while ensuring that \( \psi^w \) is satisfied for the resulting path.
2. Else, if \( act_n = \text{ustart}_j \), for some \( j \), choose the sequence of \( \text{Gadget}[v] \)-actions ending with \( \text{ustop} \), that lead back to \( g_1 \), while ensuring that \( \psi^w \) is satisfied for the resulting path.
3. Else, if the sequence of \( \Sigma \)-actions in \( act_0 \ldots act_n \) equals \( u_{i_1} \ldots u_{i_m} \) for some \( m' \), chose \( \text{ustart}_{i_m} \).
4. Else, if the sequence of \( \Sigma \)-actions in \( act_0 \ldots act_n \) equals \( v_{i_1} \ldots v_{i_m} \) for some \( m' \), chose \( \text{ustart}_{i_m} \).
5. Else, let \( n \) be the number of \( \Sigma \)-actions in \( act_0 \ldots act_n \). If \( |w| > n \), choose the \( n + 1 \)-th symbol of \( w \).

This construction terminates, as the length of \( w \) is finite. Let \( \pi \) be the constructed finite path. By construction, the last state of \( \pi \) is labeled with \( \varphi \), thus satisfying the formulas for \( \text{ustop} \) by the weight constraints referencing \( \psi^w \).

We can extend \( \pi \) to an infinite path \( \zeta \) by choosing some arbitrary action \( \sigma \in \Sigma \) as long as the \text{false} state has not been reached. From then on, we always choose the \( \tau \) action. By construction, \( \zeta \models \varphi \). Additionally, \( \zeta \models \psi^w \), as during construction of \( \pi \) care is taken to ensure satisfaction. After \( \pi \), none of the states/labels monitored by \( \psi^w \) are reached and thus \( \psi^w \) is satisfied as well for all prefixes of \( \zeta \). The same arguments apply to the satisfaction of \( \psi^w \).

\[\Box\]

\begin{proof}

\begin{enumerate}
\item The formulas \( \psi^w_{i,j} = \Box \overline{A}_{i,j} \text{ const } \) with \( \psi^w_{i,j} = \Box A_{s_{\text{init}}} \text{ const } \) and the formula \( \phi^w_{\text{init}}(\text{useq}) \) with \( \psi^w_{\text{init}} = \text{useq} \).
\end{enumerate}

The construction of the WTS and WMC from the given instance of the PCP remains unchanged.

A WMDP \( M = (S, \text{ Act }, P, \text{ AP }, L, \text{ wgt}l_1, \ldots, \text{ wgt}l_d) \) is called non-negative if \( \text{wgt}l_i(s, \text{ act}) \geq 0 \) for all state-action pairs \((s, \alpha)\) and \( i = 1, \ldots, d \).

\end{proof}

\begin{theorem}[See Thm. 18]

The LTL\_{\text{simple}}(\varphi, \psi; \text{ All})-PMC problem is decidable for non-negative WMDPs.

\end{theorem}

\begin{proof}

Let \( \varphi \) be an LTL\_{\text{simple}}(\varphi, \psi; \text{ All})-formula,
\[
\mathcal{M} = (S, \text{ Act }, P, \text{ AP }, L, \text{ wgt}l_1, \ldots, \text{ wgt}l_d)
\]

a non-negative WMDP and \( s_{\text{init}} \in S \). By Remark 7 we can safely assume that \( \text{wgt}l_i(s, \text{ act}) \in \mathbb{N} \) for all state-action pairs.

We now describe how to modify the construction as in Section 4.1 to provide a reduction to the LTL-PMC problem. Again, the states of the constructed MDP \( \mathcal{M} \) have the form
\[
\bar{s} = (s, f_1, \ldots, f_m)
\]

where \( s \) is a state in \( M \) and with one function \( f_i \) per automaton \( A_i \), occurring in some subformula of \( \varphi \) of the form \( A_i^{f_1} \varphi_1 \text{ constr } f_2 \text{ constr } f_2 \) or \( \overline{A_i^{f_1}}(\varphi_1 \text{ constr } f_2 \text{ constr } f_2) \).

For each weight function \( \text{wgt}l_j \), let \( c_{j_{\text{max}}} \) be the largest \( c \) that occurs in any of the weight constraints \( \text{wgt}l_j \), \( \text{be a } \text{ referencing } \text{wgt}l \). Any value above this threshold \( c_{j_{\text{max}}} \) can not be distinguished by the weight constraints referencing \( \text{wgt}l_j \) in \( \varphi \) and can thus be abstracted by a single symbol \( \top \). Let
\[
\text{W}_j = \{0, 1, \ldots, c_{j_{\text{max}}} \} \cup \{\top\}
\]

be the weight values relevant for \( \varphi \) for weight function \( \text{wgt}l_j \) and let
\[
Q\text{W}_i = Q_1 \times \text{W}_1 \times \ldots \times \text{W}_d
\]

be the set of tuples \((q, \overline{w})\) encoding a state of \( A_i \), and accumulated values for the weight functions \( \text{wgt}l_1, \ldots, \text{wgt}l_d \).

In contrast to the construction in Section 4.1 we can no longer rely on the fact that the runs in the DFA have a finite length. Instead, we merge runs that are in the same state \( q \) and have the same accumulated weights \( \overline{w} \). Formally, the function \( f_i \) corresponding to

\end{proof}
$A_i$ is now a partial function of the type

$$f_i : \{0, 1, \ldots, |QW_i| + 2\} \rightarrow QW_i$$

with $f(k) = \bot$ for at least one $k$.

The successors $f_i(k)$ for $(act, s')$ are computed as before, with the following differences. Any accumulated value above $c_{\max}$ is abstracted to $\top$. Furthermore, if $f_i(k) = f_i(h)$ for some $h < k$, then $f_i(k) = \bot$, i.e., among all runs with the same state and accumulated weights, only the one with the smallest index $h$ remains. The other runs are merged with the run tracked by $f_i(h)$. This ensures that there is always at least one “free” index $k$ with $f_i(k) = \bot$.

Formally, the $(act, s')$-successor of $(s, f_i)$ in $A_i$ is obtained for $k \in \{0, 1, \ldots, |QW_i| + 2\}$ by the following procedure:

- If $f_i(k) = (q, \mathbf{w})$ and $f_i(k) = f_i(h)$ for some $h < k$, then $f_i'(k) = \bot$.
- Else, if $f_i(k) = (q, \mathbf{w})$ where $q \in Q$ and $q \neq init$ then $f_i'(k) = (\delta(q, L(s'), \mathbf{w} + \mathbf{wgt}(s, act)))$. Here, if the result of the addition for element $w_j$ is larger than the corresponding threshold $c_{\max}$ then the result is replaced by $\top$.
- If $k$ is the smallest index such that $f_i(k) = \bot$ then $f_i'(k) = (\delta(q_{init}, L(s'))', \mathbf{0})$.
- In all other cases: $f_i'(k) = \bot$.

The initial functions are obtained analogously to the construction in Section 4.1.1.

To keep track of the merges, we introduce additional atomic propositions $merge_i(k, h)$ with the intuitive meaning “run $k$ is merged with run $h$ in $f_i$”. Thus, a state $s = (s, f_1, \ldots, f_m)$ is labeled by atomic proposition $merge_i(k, h)$ iff $f_i(k) = f_i(h) \neq \bot$ and there is no $j < h$ such that $f_i(j) = f_i(h)$.

The condition for labeling function $L$ with respect to the atomic proposition $goal_i$ is the same as in Section 4.1 with the obvious evaluation of $wgt^d \geq c$ according to the value of the corresponding element in $f_i$. In contrast to the normal construction, we now not only have to ensure a sequence from init via run to goal, but have to deal with the possibility of multiple merges along the way. Let $M_i \subseteq \{0, 1, \ldots, |QW_i| + 2\}^+$ be the set of nonempty sequences consisting of arguments of $f_i$ such that:

$$k_0 < k_{n-1} \ldots < k_1 \text{ for all } \sigma = k_1 \ldots k_n \in M_i$$

Intuitively, each pair of subsequent symbols in such a word $\sigma$ corresponds to a merge from $k_0$ to $k_{n+1}$.

For each merge sequence $\sigma = k_1 \ldots k_n \in M_i$, we define an LTL formula with cascades of until formulas, that tracks a run in $f_i$ along the merges specified by $\sigma$.

$$\varphi_i(k_1 \ldots k_n) \overset{def}{=} \varphi_i(k_1) \land (merge_i(k_1, k_2) \land \varphi_i(k_2 \ldots k_n))$$

and

$$\varphi_i(k_n) = \varphi_i(\text{init}(k_n))$$

We then replace each subformula of the form $\varphi_i = \Phi^{A_i} \text{ constr}$ by the formula

$$\overline{\varphi_i} = \bigvee_{k_1 \ldots k_n \in M_i} \varphi_i(k_1 \ldots k_n)$$

For $\psi_+ = \Phi^{A_i} (\varphi_+; \text{ constr}; \varphi_2)$ we additionally replace in $\overline{\varphi_+}$ occurrences of $\text{init}(k)$ with $\varphi_1 \land \text{init}(k)$ and $\text{goal}(k)$ with $\varphi_3 \land \varphi_2$. For the subformulas of the form $\varphi_i = \Phi^{A_i} (\varphi_i; \text{ constr}; \varphi_2)$, we adapt the construction of $\overline{\psi_+}$ in the obvious way, analogous to the construction in Section 4.1.

**Theorem 36 (See Thm. 20)** The model-checking problem for PL[\( \Phi \): Reach] and non-negative WTSs is undecidable. Likewise,